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PREFACE 
 

The rapidly growing importance of non-destructive testing and evaluation (NDT & NDE) methods 
applied in the manufacturing, energy, construction, and maintenance industries, as well as in basic 
research and development, has created a great need for practitioners, engineers, and scientists with 
knowledge in this field. Non-destructive testing of materials is becoming increasingly important, 
during the production process before individual parts are incorporated into individual pieces of 
equipment and machinery. Testing during operation is becoming even more important in in-service 
inspection where the condition of the material is checked, and further safe operation of the equipment 
or machine is confirmed. Acoustic emission testing (AE) is an important part of non-destructive 
testing. AE is a non-invasive technique that makes it possible to detect damage in materials and follow 
their evolution in real time. AE signals resulting from the detection of elastic waves in the material 
can provide comprehensive information on the origin of different sources of damage in a stressed 
material, and also provide information on the development of discontinuities when the material is 
subjected to different types of loading.  
To promote the use and development of AE testing, the Faculty of Mechanical Engineering at the 
University of Ljubljana has organised the EWGAE 35 & ICAE 10 conference. The three-day event 
provides a forum for scientists, engineers, and practitioners to discuss the latest developments, identify 
particular needs and opportunities for further progress, share knowledge and experiences with other 
well-known experts, and outline milestones for further progress in the fields.  
The editors would like to thank the authors of these proceedings and the members of the International 
Scientific Committee for their work, collaboration, and constructive evaluations in selecting the final 
contributions. We are proud to welcome all well-known experts in the field to share their scientific 
knowledge in formal and informal discussions at the meeting. This proceeding comprise papers 
presented at the EWGAE 35 & ICAE 10 conference held in Ljubljana, Slovenia from 13th to 16th 
September 2022. The conference is supported by the Slovenian Society for NDT. The co-organisers 
of the event are the European Working Group on Acoustic Emission (EWGAE) and the International 
Institute of Innovative Acoustic Emission (IIIAE). 
 
Editors 
Prof. Dr. Roman Šturm 
Assist. Prof. Dr. Tomaž Kek 
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A GLIMPSE AT FIFTY-ONE YEARS IN ACOUSTIC EMISSION 
 

 

Marvin A. Hamstad1 

 
1University of Denver, Daniel Felix Ritchie School of Engineering and Computer Science, 

Dept. of Mechanical and Materials Engineering, Denver, CO, USA; mhamstad@du.edu 

 

 

ABSTRACT 

 

After 51 years continuously involved in acoustic emission (AE) testing and research, it has been 

interesting to look back over five decades. The equipment available in the early 1970s was 

primitive compared to now. At the start of that decade, only one, recently established, commercial 

company sold AE measurement equipment, and other useful equipment was internally built or 

adapted from other technologies. Further, the data that came from an AE monitored test was 

simply the number (counts) of penetrations of a fixed one-volt threshold expressed as an increasing 

total or a rate and recorded on an x-y plotter. The purpose of this “glimpse” is to present advances 

both within the author’s research as well as those that were adopted from others research that 

were viewed as moving AE technology forward. This “glimpse” is not intended to be 

comprehensive, instead it is limited to aspects the author was involved in. Among the topics to be 

covered are advances such as understanding hydraulic test machine continuous noise, true root-

mean-square (RMS) voltage measurements, inclusion particle fracture or decohesion, tension 

versus compression testing for unflawed metal samples, the pencil lead break, an acoustic 

emission signal simulator, broadband sensors, digital waveform recorders, large transverse-

dimensioned plates, absolutely calibrated flat-with-frequency AE sensors, finite element modeling 

(FEM) in isotropic materials, validation of FEM, computer-based digital AE systems, intensity of 

frequency versus time of AE signals, superposition of group velocity results and FEM beyond the 

case of dipoles in an isotropic plate. 

 

Keywords: Acoustic emission, technology advances, historical perspective, key contributions. 

 

 

1. Introduction 

 

During a career of 51 years (to-date), the positions have been at three organizations. The initial 

years were at Lawrence Livermore National Laboratory (LLNL), where rather than being in a 

nondestructive testing group, the position was in a material testing group. Then in 1984 a move 

was made to the University of Denver, CO as a professor and, in parallel, from 1992 various roles 

at the National Institute of Standards and Technology (NIST) Boulder, CO. The purpose of this 

paper is not to review in a comprehensive way what has occurred in the acoustic emission (AE) 

field over the five plus decades. Instead, the goal is to provide a “glimpse” of some aspects of the 

technology, where, progress was made that moved the technology to a more mature level. This 

“glimpse” includes self-research progress, as well as, research by others that impacted these AE 

projects. Up front, it should be clarified that there have been multiple contributors. A review of 

publications (the majority relating to AE) showed a total of 49 co-authors. A few (Prof. Amiya 
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Mukherjee, Mr. Jerry Whittaker, Ms. Karyn Downs, Dr. John Gary, Ms. Abbie O’Gallagher and 

Prof. Markus Sause) of these had the most involvement. Finally, one other contributor was Mr. 

Tom Drouillard who provided multiple references and/or papers that prevented reinventing AE 

results. This information came from the extensive collection of papers (some 1,996) on AE that 

eventually was published in the late 1970s [1].  

 

 

2. Initial AE involvement 

 

Until being hired, with no prior AE experience, to work in the field of AE only the AE name was 

familiar. The initial task, in 1971, was to repeat the recent experiment that Dr. Clem Tatro 

(supervisor and one of the initial persons in the US doing research in the AE field; starting in the 

late 1950s) had done [2]. The experiment was an AE-monitored tensile test of an unflawed 7075 

aluminum sample. Carefully, all the same test conditions (material batch, same extensometer, same 

crosshead rate and pin-loading of the sample) were repeated, as well as, the AE related settings 

(gain, preamplifier, couplant and sensor). The previous result of count rate and load versus strain 

had a rapid rise in the continuous AE that started after the yield and increased until reaching a peak 

at about 2% strain. That was followed by a gradual decline until about 10% strain. The new result 

did not repeat the previous one, nor was any of the continuous AE even detected in the experiment. 

This result was not a very successful start to an AE career! In seeking the reason for the lack of 

AE in the attempted duplication, the only difference was the use of a different tensile test machine. 

The previous experiment was done on a hydraulic machine, while the new test was done on an 

older screw-driven (via a DC motor) machine. As the analysis progressed, the conclusion was that 

the sensitivity was effectively different in the two tests. In the previous case, the gain (relative to 

the fixed one-volt threshold) was set so as to exclude continuous background noise. In this case, 

the continuous background noise was both the electronic noise of the preamplifier plus the noise 

that came from the tensile test machine servo valve. In the new experiment, the screw-driven 

machine was much quieter, so the continuous background noise was only the preamplifier 

electronic noise. Thus, in the new case the sum of background noise plus the continuous specimen-

based AE was below the threshold. So, the first lesson in the AE career was the issue of the 

presence of significant continuous machine noise from a servo valve in a hydraulic test machine. 

Subsequently, at LLNL, the University of Denver and NIST Boulder, a modification was made to 

locate the servo valve on an external manifold with connections to the machine actuator by 

reinforced rubber hoses that provided attenuation of the servo-based noise. 

 

 

3. Research on unflawed specimens that exhibited continuous AE 

 

The first new research project was to characterize the effect of tensile-test strain rate on the 

continuous AE from unflawed 7075 aluminum. The initial results using count rate were confusing. 

This result led to the adoption of true root-mean-square (RMS) voltage as the measurement 

technique, which removed the effect of a threshold on counts. This change resulted in much more 

repeatable AE data and was the second lesson learned. A significant additional test-technique 

change was made by use of a screw-driven test machine, where the crosshead rate could be 

changed by pushing a button to immediately change to a new fixed rate. This procedure removed 

the major effect of the changes from one sample to the next, since the strain-rate change was for 

the same test specimen. The results of a series of similar tests, established the true RMS 

(background RMS electronic noise level; correctly subtracted) was proportional to the square root 

of the plastic strain rate [3,4]. 

Subsequently the effect of multiple variables (specimen reduced section volume, aluminum 

manufacturer, orientation relative to rolling direction) on the continuous AE was studied for 7075 

under tensile testing. This work proceeded until an unexpected result was obtained. In this case, 
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burst-type AE was superimposed on the continuous AE.  Careful and extensive specimen 

polishing, while keeping track of the orientation of the tensile axis, revealed a very limited number 

of relatively large, cracked, inclusion particles (some 20 µm to 60 µm) with the cracks 

approximately perpendicular to the tensile axis [5]. Analysis of these large inclusions showed the 

element content was largely chromium [5]. Later, discussion with an aluminum manufacturer 

indicated a filter intended to remove them when the melt was poured had likely failed. 

The above “chance or lucky” situation led to a significant change in the understanding of the 

sources of the continuous-type AE in the plastic strain range for 7075. Up to this time, this AE had 

been assumed to be from dislocation motion [6]. Three factors changed this notion. First, 

publications [7,8] were discovered on the microstructure of aluminum alloys. These publications 

revealed there were very large numbers of small inclusion particles in the size range of one to ten 

µm. Second, information surfaced that the 7075 materials in past testing was T651 (due to a plastic 

stretching done after the aging treatment) rather than T6. Third, a compression test was done along 

with tensile testing of 7075 T6 material. Testing real T6 material revealed two peaks in RMS 

versus strain plots in both the tension and compression tests. The first peak was at the yielding and 

the second after additional plastic strain. Correcting the RMS levels of both peaks in the 

compression test result by the previously determined dependence of the RMS level on volume 

(RMS proportional to the square root of the volume) and strain rate to those of the tension test, the 

first peak RMS levels of the yield-related AE were found to be very close to each other (tension 

0.14 V and compression 0.13 V). For the second peak, the corrected values were very different. In 

tension the value was 0.44 V and in compression 0.02 V [9]. This situation for the first peak is 

expected, since dislocation motion during yielding depends on the shear stress, which is the same 

for both tension and compression loading. The considerably lower second peak RMS levels in the 

case of compression versus tension led to a conclusion that the AE source after the yield region 

was from particle fracture and/or decohesion rather than the previously assumed dislocation 

motion. This result was a third lesson in AE. Subsequent testing, in tension, of samples from 

aluminum alloy plates where the chemical composition had been altered to reduce the number of 

these very small inclusion particles resulted in a significant drop, as expected, in the second peak 

RMS values in tensile testing [10]. 

 

 

4.  Use of AE in composite material optimization 

 

At LLNL being a part of a materials testing laboratory, it was possible to add an AE sensor to tests 

that were routinely made. In the case of proof and/or burst testing of small filament wound rubber-

lined S-glass or Kevlar 49/epoxy vessels (studied under a NASA contract), interesting results as 

to a role for AE in the determination of the best winding pattern were observed. Changing from 

interspersing the longitudinal and hoop windings to instead placing all the hoop windings outside 

the longitudinal ones (non-interspersed) resulted in a large difference in the AE-determined 

accumulation of damage as a function of pressure for S-glass fiber. Early damage in the 

interspersed case correlated with an approximately 14% to 18% lower burst pressure compared to 

the non-interspersed vessels [11]. 

 A similar role was suggested for AE in the determination of best epoxy material for Kevlar 

49/epoxy vessels. Eight vessels for each of eight different matrix epoxies were filament wound. 

The 80-vessel build was selected to statistically find the epoxy(s), which provided the highest burst 

pressure of the composite pressure vessels (COPVs). Adding an AE sensor to each test provided a 

damage progression record, via counts versus pressure to failure. The AE data showed a direct 

correlation of the total counts in an early low-pressure region with the eventual statistical average 

failure pressure for low failure- and high failure- pressure epoxy systems. The two best epoxy 

cases were matrix #1 (≈ 1,000 early counts; average burst pressure 18.8 MPa) and matrix #4 (≈ 

2,000 early counts; average burst pressure 16.0 MPa). The poorest epoxy #7 had much more 

damage (≈ 22,000 early counts; average burst pressure 14.8 MPa) [12]. The source of this early 
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AE peak had been established earlier, when a similar vessel failed in the boss region rather than in 

the hoop portion [13]. A closeup photo of the hoop portion revealed multiple approximately 

equally spaced circumferential cracks parallel to the fiber direction. These cracks extended thought 

the full thickness of the hoop wraps, and they occurred at lower pressures for the biaxial loading 

due to the relatively low strength of the epoxy. When these cracks formed, they damaged the 

filaments/fibers (more with poor performing epoxies) in the hoop portion. This damage led to the 

low-pressure failures in the hoop region, under the hoop stresses (vessels were designed for hoop 

region failure) in the case of the poorer fiber/epoxy combinations. 

 

 

5.  The introduction of the pencil lead break in AE 

 

At the AEWG meeting at Williamsburg, VA in 1976, Dr. Nelson Hsu introduced to the attendees 

the pencil lead break (PLB) technique (known as the Hsu-Nielsen source [14]). This technique 

was most significant, as it was now possible, on demand, to apply a short-rise-time point source at 

a known location. This technique was valuable for multiple reasons: source location studies, 

verification of sensor coupling, effects of changes in sensor types, verification of AE channel 

operation, wave propagation studies, and checking of sensors that might have been damaged. It 

also provided the first possibilities for comparisons between different experimenters; if they did 

similar PLBs. Many PLBs were done over the subsequent years leading to a painful middle right 

finger “bump” that had to be surgically removed! 

 

 

6. Composites and the Felicity ratio 

 

In general, composite structures and coupons generate significant amounts of AE, particularly on 

virgin loading. Mr. Timothy Fowler made an important observation (1977) relative to a second 

loading or subsequent loading. Fowler defined the Felicity ratio (FR) based on the load/pressure 

when significant AE started on this second/subsequent loading compared to the previous peak 

load/pressure. The fiberglass reinforced plastic (FRP) experimental data [15] showed results that 

directly tied the FR to the residual strength of the composite item. As is well known today, the FR 

is a measure of the violation of the Kaiser effect. Felicity ratios for composites can be less that 1.0 

(essentially the value when the Kaiser effect is present), and the smaller the ratio, potentially the 

closer to failure the initial load (usually labelled as a proof loading) was. Fowler’s work led to an 

ASTM standard [16] for AE testing of large low-pressure (internal pressure ≤ 1.73 MPa and for 

vacuum service 0 to 0.10 MPa) FRP tanks. The result of using the standard was that unexpected 

failures, resulting in dangerous conditions for workers, of such tanks were not occurring. This was 

a major advance. 

In the case of aerospace-type COPVs, it was not straightforward as to the implementation of the 

Felicity ratio (FR). The fibers used in aerospace in the 1970s were typically superior to fiberglass 

(Kevlar and later graphite or carbon), and the fabrication method of filament winding was also 

used for these types of COPVs, rather than typical hand-layups for FRP tanks. These COPVs were 

often much smaller in size than the tanks typically used in the chemical process industry, and the 

working pressures were much higher. Applications of the FR for aerospace-type COPVs initially 

focused on the effect on burst pressure of impact damage. A project in the 1980s showed direct 

correlations of the FR with the amount of impact energy (impacted in virgin condition) and the 

residual strength for Kevlar-49/epoxy vessels [17]. A second project in the 1990s was for carbon 

fiber/epoxy COPVs that had experienced impact damage (post proof testing). In this study, the 

final residual strength was correlated with the FR (from a post impact proof test) and on the AE 

generated during depressurization from that proof level (characterized by the Shelby ratio) [18]. 
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7. Characterization of AE measurement systems providing hit features 

 

As AE measurement equipment progressed from simple counts to providing values for peak 

amplitude, rise time, duration etc., the question was how comparable were these results from the 

analog AE systems offered by different commercial companies? In addition, at this time, the AE 

measurement systems could be characterized as “black boxes” with their details only known to 

their designers. Dr. Adrian Pollock (who the award is named after) with his colleague Mr. T. Kevin 

Bierney recognized the need to characterize the AE measurement equipment. They developed, 

produced and sold an AE Simulator. This two-channel instrument could be hardware programmed 

to provide simulated signals with variable rise time, variable decay time, different carrier 

frequencies, different peak amplitudes (to either a preamplifier or to the main AE system) as well 

as spaced-in-time two simulated events, with a known fixed time interval between them to check 

delta time results from two different hits. In addition, the simulator allowed the measurement of 

the AE systems threshold, as compared to the “set” value of the threshold. Also, the simulated AE 

events could be generated at a certain event rate with a counter accessory to count how many had 

been generated in a certain test time. This allowed one to compare how many events were recorded 

by the AE system and how many were “lost” during the test. Such measurements were important, 

since at the time computers built into the AE systems were still very slow compared to those today. 

At the University of Denver, tests were made on three available systems from different AE 

manufactures. The same event signals from the simulator were fed into each of the channels of the 

three systems. A paper comparing the results was published in 1988 [19]. Further, the 

characterization of event rates (possible with the simulator) that a given AE system could “keep 

up” with, could be used to properly set loading or pressurization rates for composite AE testing 

where high event rates are common. 

 

 

8. Addition of digital waveform recorders 

 

Up to the time when digital waveform recorders were first available, the only view of continuous 

or burst AE that could be studied was from a Polaroid camera picture made from an oscilloscope 

screen. Such pictures provided little opportunity to fully analyze the signals. So, when digital 

signal data could be obtained and inputted to a computer for subsequent analysis, it was a major 

step forward in the AE field. This was possible as a result of advancements in the electronics world. 

Initially, such recorders had limited digitization rates, dynamic range and memory. With improved 

electronics and computers, current AE measurement systems can digitize (including pre-trigger, 

at high rates, with many bits and large memory) each AE hit on multiple channels even for a higher 

event rate of composites testing. These systems also have software available for analysis, or the 

digital information can be exported for other analysis approaches. The important advancement of 

digital recording opened up many possibilities for analysis of the AE signals and also increased 

the accuracy of the features of AE hits. 

 

 

9.  Use of large transverse plates and broadband AE sensors for wave propagation studies 

 

Another significant development for the progress of AE, was introduced when visiting Prof. 

Michael Gorman’s, laboratory at the Naval Postgraduate School, Monterey, CA. Gorman 

demonstrated how the AE signals from PLBs on a 3.1 mm thick aluminum plate with large 

transverse dimensions could be used to compare with analytical calculations. Gorman used a 

broadband sensor and in-plane as well as out-of-plane orientations of the pencil. Due to the large 

size, there were no reflections present in the direct arriving signals. Gorman’s ideas developed the 

concepts of extensional and flexural modes (fundamental Lamb modes) and showed how these 

modes were present and identifiable in the resulting AE signals [20-22]. Gorman also emphasized 
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the importance of frequency filtering of certain analytically modeled results to correspond to the 

frequency range that AE sensors responded to. As many may be aware, Gorman’s research results 

led to starting the company named Digital Wave for AE work; with the equipment based solely on 

waveform recording. A unique feature was the use of a narrower frequency bandpass for the trigger 

circuit (to better eliminate noise signals from being digitized) compared to the circuit with a wider 

bandpass for the digitization of signals. The adoption of large transverse sized plates in subsequent 

years greatly enhanced PLB-based wave propagation studies in metals, polymers, composites and 

veneer wood plates. 

 

 

10.  Absolutely calibrated flat-with-frequency AE sensor 

  

A very significant development came out of a large AE research project at NIST Gaithersburg. 

There were three parts to this development. First, was the preparation of a large cylindrical steel 

block with a diameter of 900 mm by height 430 mm and a highly finished top surface. Second, 

was the use of a capacitive sensor that directly measured the out-of-plane displacement of a surface 

wave (primarily a Rayleigh wave) generated by the fracture of a glass capillary. The combination 

of the first two provided the important development of absolute AE sensor calibration [23]. Third, 

was the design of a conical (tip diameter of 1 mm) piezoelectric element backed by a large shaped 

brass block (609 g). Combining all three parts, resulted in an absolutely-calibrated out-of-plane 

displacement sensor (in NIST terminology a Standard Reference Material (SRM)) [24]. These 

sensors, flat with frequency from about 30 kHz to at least 1.2 MHz, with a matched preamplifier, 

were essential in the next described development. Dr. Frank Breckenridge (mainly the calibration 

block) and Mr. Tom Proctor (mainly the conical sensor) were the primary individuals behind this 

NIST work. Then, for the first time an AE sensor could be sent to NIST for absolute calibration 

(for a charge of $500 in the late 1990s) where the wave passed under the sensor face, rather than 

the typical face-to-face characterization of a sensor’s frequency response. 

 

 

11.  Initial far-field finite element modeling of waves 

 

At the start of 1992, a sabbatical leave commenced at NIST Boulder. The first and probably the 

most significant advance in the author’s career in AE came about upon meeting Dr. John Gary at 

a seminar. The result of this meeting shaped a significant part of the AE career since then. At 

NIST, experiments were being done using out-of-plane PLBs on a large aluminum alloy plate (3.1 

mm by 1.22 m by 1.52 m) to compare the signals, from pinducers fabricated with different 

piezoelectric materials, to signals from a NIST SRM absolute sensor. Upon describing the 

experiments, Gary mentioned a personal code (Fortran) for explicit finite element calculations for 

wave propagation that might model the waves generated from the out-of-plane PLBs. With the 

code, the signals were modeled at 254 mm from the source on a 3.1 mm thick large aluminum 

alloy plate (so edge reflections would not be present). In the model, the PLB force of 1 N was 

shaped in time and magnitude to an experimental result by Breckenridge [25]. The modeled results 

were compared with the digitally recorded voltage signals from the absolute SRM sensor at 254 

mm from the PLB, after modifying them by the sensor calibration constant to change the results 

to out-of-plane displacement (m). The very close match of the modeled result to the experimental 

one for both the flexural region as well as the extensional region was at that time the first far-field 

FEM result for an AE-like signal [26]. This result experimentally validated the code for this 2D 

axisymmetric case. This result started a collaboration with Gary and Abbie O’Gallagher 

(coworker) that lasted for many years, even after Gary retired. Next (1995-96) the 3D version of 

the code was experimentally validated by the close match to the absolute sensor result from in-

plane edge PLBs on a steel plate 25 mm by 1.32 m by 0.78 m, again before edge reflections 

appeared [27,28]. Later, a yearlong visitor from NASA brought plates (3.175 mm thick aluminum 
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alloy) that by a carefully controlled vertical position of in-plane edge PLBs validated the 3D code 

when the edge reflections were included [29]. This provided results (never done with analytical 

calculations) for AE-like signals (multi-mode and multi-frequency) that included edge reflections. 

Finally, the 3D code was validated for buried self-equilibrated dipole sources as well as muti-

dipoles in different directions. This validation used analytical results from Prof. Yih-Hing Pao, 

and colleagues and students at Cornell University. Ultimately, the modeling conditions required 

to obtain a converged and validated results were published [30]. 

Over the succeeding years many studies were made of different variables: depth of sources, dipole 

orientation, muti-dipoles, radiation patterns, source rise time, plate thickness, propagation 

distance. An interesting study with buried in-plane dipoles was made of the amplitude 

reinforcement in the AE signals in a typical laboratory-sized test sample as compared to a large 

transverse sized sample (like for field testing). The reinforcement was up to 10 to 12 dB in these 

modeled cases; important when using laboratory tests to determine amplitudes expected for the 

same sources in field tests [31]. In addition, using the perfect FEM signals, attempts were made to 

develop source identification methods for different dipole cases [32]. Also, signal-to-noise was 

studied by superimposing real preamplifier noise on the noise-free FEM modeled data [33]. The 

ability to carry out the modeling was facilitated by two factors. First, Gary’s code was efficient 

due to the use of a uniform mesh (coupled with an approach that took advantage of this) as 

contrasted to potential commercial codes with non-uniform meshes. Second, the computer 

facilities at NIST provided work stations with large memory and multiple processors. Later as 

computers became even faster with more memory and parallel processing capability, a desktop 

could be used. FEM provides the means to model AE type experiments on a computer from buried, 

fully known and self-equilibrated sources at fixed positions with perfect sensors. Thus, it also 

provides a way to study wave propagation of AE-type signals with perfect conditions. This 

approach is likely much less costly and provides results even when an experiment could not easily 

be done (very thick plates [[34]). Further, such modeled data is ideal to develop and test possible 

signal processing methods, since the data is noise free and is from a perfect sensor. Also, the 

modeled data can be frequency filtered to correspond to different sensors. 

 

 

12.  A small conical near flat-with-frequency sensor 

 

The conical sensor that Proctor developed was not amendable to being placed on typical laboratory 

AE test specimens due to the large brass backing mass (609 g). With funding from the US 

Agriculture Department at the University of Denver, work on an improved broadband sensor for 

acoustic studies in wood was being done. So, during the continuing involvement at NIST Boulder, 

a complementary series of experiments was started to determine if the backing mass could be 

reduced without a serious reduction in the “flatness” with frequency. These experiments examined 

the changes in the frequency response as the mass of a brass cylinder backing a conical element 

decreased. The process was done by progressively machining the size of the brass and then 

repeating out-of-plane PLBs on a large aluminum plate. The signals from the conical element were 

compared to those from the absolutely calibrated SRM sensor. The experimental results were 

encouraging, and it was apparent that it might be possible to use a smaller backing mass. After 

discussions with NIST colleague Dr. Chris Fortunko (an EE), it was decided to adopt a technique 

used in an AE sensor produced in Japan [35] in the fabrication of small sensors. This involved 

placing a very low-noise field-effect transistor (FET) very close to the conical element (along with 

a bias resistor). The special preamplifier needed for this approach had been obtained from a 

commercial source. The purpose of the internal FET was to improve the sensitivity by reducing 

the voltage division due to the low capacitance of the conical element relative to the parasitic 

capacitance of a wire to a normal external preamplifier. A series of four conical sensors was 

fabricated with the brass backing mass changing from 129 g to 3.0 g along with steel sensor cases. 

The results showed that a complete sensor could be fabricated with a much lower backing mass, 
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without a large sacrifice frequency response [36]. So, a final design change was made. To 

potentially reduce waves transmitted to the backing mass from reflecting back to the conical 

element, it was decided to use a backing mass of 7 g of granite (due to the structure of granite). 

Two versions, one without the FET and one with the FET were completed and sent to NIST 

Gaithersburg to be calibrated. They both had approximately flat with frequency response, but the 

one with the internal FET had much better response (up about 13 dB, based on the NIST absolute 

calibrations; at zero gain). This was a significant improvement, as now the sensor with internal 

FET approached the signal-to-noise (S/N) ratio of resonant sensors [37]. Later, a modified 

commercial version (design modified by Prof. Steve Glaser) has been available, known as the 

KRN sensor. The NIST-built sensor with internal FET has been used in studies for wave 

propagation in metal, polymer and composite large-transverse-sized plates as well as during 

fatigue testing of large transverse sized center-cracked samples at NIST Boulder. 

 

 

13.  AE testing in tensile fatigue of large transverse sized center-cracked plate samples 

 

With a goal to provide “natural” AE signals from a sharpened crack without the complications and 

reinforcement of amplitude due to reflections from the test sample edges and also allow the 

radiation pattern to be observed, a large specimen was designed for use with the small conical 

sensors with internal FET. Specimens (from both steel and an aluminum alloy, all expensive) were 

fabricated that had a reduced section of 533 mm wide by 483 mm (load direction) for the 6.4 mm 

reduced section thickness. Large cut-outs in the grip region were designed by application of static 

finite element modeling to create a near uniform axial stress field in the region of the center crack 

(verified by strain gages). Electrical discharge machining (EDM) created through center cracks 

that were sharpened in fatigue. In addition, to the conical sensors at various angles from the center 

of the sample, in some experiments some resonant sensors were also used along with very small 

diameter (approximately 6 mm) PICO sensors, one near each crack tip. The signals from these 

were often used to trigger (greatly reduced recording sources that did not originate at the cracks) 

the simultaneous waveform recording of up to eight channels, as well as, to identify which crack 

tip the source came from [38]. Unfortunately, these experiments were only partially completed as 

the funding from Federal Highway Administration (FHWA) was not renewed for reasons not 

related to the progress of the research. In the 2024 T651 aluminum alloy during fatigue 

(tension/tension), some interesting events were observed from crack tip region sources at the peak 

cyclic loads [39]. First, events with dominant flexural mode were observed as compared to those 

with dominant extensional mode. FEM results had shown that buried dipole sources near the mid-

plane have a dominant extensional mode, while those some distance away from the mid-plane 

have a dominant flexural mode Second, events with opposite flexural mode polarity were 

observed. FEM results had shown a change in polarity of the flexural mode indicates the sources 

being on different sides of the midplane. Thus, a significant advancement was the large sample (so 

reflections from the specimen edges do not complicate the direct arrival signals or reinforce their 

amplitude; important relative to possible following field testing) coupled with the reasonably flat-

with-frequency, broadband sensors (so the extensional mode can be distinguished from the flexural 

mode when reflections are not present) to monitor real AE from a sharpened crack and characterize 

the radiation pattern. 

 

 

14.  Frequency versus time display of intensity of AE signals with superimposed dispersion 

curves 

 

With the advent of FEM results as well as AE systems with waveform digitization, a useful 

technique was to view the waveforms intensity in frequency versus time. Prof. Mikio Takemoto 

(Aoyama Gakuin University, Tokyo) with colleagues had developed a wavelet transform (WT) for 
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AE signals [40]. At an AE meeting (2000) in Japan, a meeting (facilitated by Prof. Kanji Ono) was 

held between Prof. Takemoto and Mr. Jochen Vallen to discuss possible implementation of the 

WT in a form that was easy to use for AE users. The result was the AGU-Vallen Wavelet [41]. To 

demonstrate and verify the result, it was agreed to use FEM results and create a tutorial. Later, the 

ability to superimpose the relevant group velocity curves (modified for the relevant propagation 

distance to the sensor) was added to the software, after Dr. Richard Nordstrom and Dr. Yoshihiro 

Mizutani provided Vallen with the dispersion coding. These two features were viewed as greatly 

increasing the understanding of AE signals in plates and solidified the fact that only certain 

frequency regions in the modes were excited more intensely in the AE signals both for FEM 

generated and experimentally obtained signals from broadband sensors. An additional important 

fact is that WT analysis reduces the noise in the AE signals, since it is spread out in time and 

frequency, whereas the intense regions of the Lamb waves are concentrated at certain times and 

frequencies. Thus, real events can be viewed in the WT plots, where they may be hard to observe 

in the time domains [42]. Sometime later Gary coded the Choi William Distribution (CWD), which 

has some advantages, and passed it to Vallen who implemented it as an alternative in the software. 

  

 

15.  FEM beyond simply the waves in an isotropic plate from a dipole source 

 

Multiphysics commercial software packages with different modules provide opportunities for 

finite element modeling of additional aspects beyond the waves in a particular domain. In the 

author’s research, these aspects as well as modeling of anisotropic domain cases have been a part 

of the last 10 years during the collaboration with Prof. Markus Sause. Two studies were completed 

dealing with anisotropic domains. One dealt with anisotropic hybrid materials, where both 

isotropic and anisotropic layers made up the same plate thickness. In this case, both full thickness 

and individual layer thickness propagation were observed. [43]. A second study examined a 

propagation situation to simulate the hoop region of a metal-lined cylindrical COPV [39]. To 

simulate the hoop region, the stiffness and thickness of a plate were such that the properties had 

twice the stiffness in one direction as the other direction. Significant differences were present for 

both propagation in the different directions as well as for dipole sources in the two directions [44]. 

The application of different Multiphysics modules has been applied for cases combining 

propagation domains, piezoelectric sensors and attached electrical circuitry. Studies with Sause 

were completed in three situations. First, modeling was done for PLBs on an aluminum alloy plate 

versus different dimensions of conical piezoelectric elements with a fixed backing mass. The 

electrical circuitry was included for comparison with corresponding experiments [45]. Second, the 

modules were applied to study four different AE sensor calibration approaches [46]. Third, the 

same modules were also applied for two studies (including Dr. Zelenyak) with sensors mounted 

on waveguides that were connected to plates where waves had been excited by pencil lead breaks 

[47, 48]. 

Some similar studies were completed with Dr. Brian Burks (a NIST Boulder colleague at that 

time). First, modules including piezoelectric transducers/sensors were used for a study of a 

transducer mounted on one surface of a transfer block to drive a signal to the opposite surface 

where a sensor was mounted at the epicenter position. This study was related to what is called 

face-to-face characterization of sensors [49]. A second study with Burks examined the effect of 

the presence of a fluid filled-COPV on the wave propagation. The study included paths through 

the fluid [50]. 
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16.  Conclusions/Future 

 

The reader, of this paper, can likely expect incremental progress over the next five years. Those 

that continue in AE for a total of 20, 30 or 40 years can expect changes that it might be difficult to 

currently imagine. In 1976, after the first five years, it was not possible to imagine the changes 

that would occur over five decades. This fact should encourage individuals with a career in AE to 

have the view that much more can be accomplished. Your role can be that of a leader or a follower 

in the future AE advancements. These advancements could be directly in the field of AE, as well, 

as the incorporation of adjacent technologies that can help to advance AE technology. 
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AMSY-6 System 
The AMSY-6 System is a fully featured, 
multi-channel Acoustic Emission 
measurement system. It forms a 
flexible basis that can be customized, 
extended and configured to the needs 
of an application. 

The field of applications ranges from 
various inspection tasks such as 
pressure vessel testing, leakage 
testing to research and structural 
health monitoring of large objects 

 spotWave Device 
The spotWave device is a portable 
single channel AE-measurement unit 
that can be controlled by a Laptop, 
Tablet PC, Smartphone or IoT device. 
It is a fully featured AE measurement 
device. The software supports the 
Vallen pridb and tradb data file 
format. 

Typical applications are leakage 
detection, hot spot monitoring, AE 
research, etc. 

 Acoustic Emission Sensors 
A wide range of sensors is offered 
covering any AE testing application.  

Sensors are available for standard 
environments, explosion hazardous 
areas, for underwater applications, 
high temperature surfaces and harsh 
environments. 

Sensors supporting the SmarLine™ 
protocol register themselves with an 
AMSY-6 system and minimize the 
configuration effort. 

     

 

 Vallen AE Suite Software 
Unmatched flexibility and 
transparency at all times makes the 
Vallen AE Suite Software the preferred 
tool of choice for all acoustic emission 
applications. 

Its modular architecture can be 
configured and extended to match 
any requirement of an application. 

It offers everything from simple data 
visualization over complex  

 analysis and pattern recognition to 
automation and web-based 
dashboards. 

Measurement data is written to a 
database structure that complies with 
SQLite3 standard. It can be accessed 
from any application supporting 
SQLite3 which includes Matlab, 
Python and many more fast 
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21



 
 

 

 

CONTRIBUTION OF ELASTIC WAVE APPROACHES TO CIVIL 

ENGINEERING DIGITAL TRANSFORMATION 
 

 

Tomoki Shiotani1 

 
1Kyoto University; shiotani.tomoki.2v@kyoto-u.ac.jp   

 

 

ABSTRACT  

 

As for DX for civil infrastructures, digital twin of point-clouds of spillway of a rock fill dam is 

demonstrated. Reproduction of existing structures with point-clouds from still or movie images 

are shown. Necessary information in addition to the point-clouds such as surface and internal 

condition of the structure are depicted. As for the diagnosis methods for internal condition, brief 

history with elastic wave approaches is reviewed. Information such as surface deterioration 

condition as well as internal condition composed of elastic wave velocities, which will be crucially 

important to realize life-cycle-oriented design, construction, and maintenance, is incorporated 

into the digital twin. Through the suggested model, overall damage of the spillway is discussed in 

combination with the pin-point excavations for the verification. Through the life cycle of the civil 

engineering structures roles of elastic wave approaches including AE techniques will be 

suggestively indicated.  

 

Keywords: Civil engineering DX, point-clouds, elastic wave approaches, tomograms. 

 

 

1. Introduction  

   

Digital transformation (abbreviated DX at present) is first introduced by Stolterman and Fors in 

Information System Research [1]. They describe that the ongoing development of information 

technology intertwined in our daily life, raising new issues concerning the possibility of 

understanding new configurations. Upon this paradigm, METI (Ministry of Economy, Trade and 

Industry) in Japan, e.g., made a guideline for DX, and defined that “To respond to drastic changes 

in the business environment, companies revolve products, services and business models, and 

establish a competitive advantage to transforms its business, organization, process, corporate 

culture and culture”. As shown DX does not mean to transfer analogue data to digital data, but 

transform the peoples’ daily life into better direction, utilizing IT (Information Technology) or 

ICT (Information Communication Technology).  Here one question arises ‘what is the DX for civil 

infrastructures?’. There is no decisive definition; however, the author would like to propose that it 

is realization of life-cycle-oriented design, construction and maintenance with IT and ICT. 

 

 

2. Reproduction of existing structures  

 

Digital twin/tandem of civil structures is mandatory to start the DX for civil infrastructures. 

Reproduction of existing civil structures on the computer display is the first step to manage them 
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through the life. This is well implemented by using point-clouds generated from still images and 

videos as shown in Fig.1.    

  

  
a) Bridge b) Spill way of rock fill dam 

 

Fig. 1: Three-dimensional image of civil structures reproduced by point-clouds from images 

taken by drone. 

 

Surface condition shall be incorporated into the reproduced digital twin linking to real images as 

shown in Fig. 2.  

 

 
 

Fig. 2: Side wall concrete of orifice gate of Fig. 1b. 

 

Currently reproduction of the existing structures with point-clouds and incorporating surface 

condition are thus enthusiastically studied elsewhere. As known, an urgent matter to tackle in 

existing infrastructure is to establish rational countermeasure against ones rated to be seriously ill 

and therefore the digital twin with surface condition will suffice the requirement to make a 

decision; however, to propose the reasonable maintenance program or establish a proactive 

maintenance program for the future, internal information of the structures will be essentially 

obtained. In this paper, the internal condition will be visualized by elastic wave parameters as 

velocities through elastic wave tomography approaches. 
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3. Elastic wave approaches for concrete structures  

 

 
 

Fig. 3: Brief history of elastic wave techniques for engineering concrete. 

 

In 1990s, an early period of applications of elastic wave techniques for concrete, the evaluation is 

utilizing impact-generated waves from one surface, propagated through concrete, and reflected by 

internal flaws and other surfaces [2]. A pair of transmitter and receiver of ultrasonic sensors 

installed on the same surface are employed, and internal defects can be identified for the depth 

based on the propagation time. With this one-dimensional evaluation was possible with a pin-point 

measurement, and to draw two-dimensional pictures, scanning of the measurement points are 

automated with a manner of a X-Y plotter [3]. Corresponding to plural numbers of defects inside 

concrete as well as to visualize internal information, SIBIE (Stack Imaging of spectral amplitude 

Based on Impact Echo) is presented [4]. As this still use a pair of sensors, the resulted 2D image 

could be virtual i.e., only the information in the depth direction could be obtained. To realize real 

2D images of defect inside concrete, a tomographic approach using through the thickness elastic 

waves is developed for concrete [5]. In this approach multiple numbers of ultrasonic sensor are to 

be attached on a surface, and excitations are carried out from the opposite side surface. A ray-trace 

algorithm supposing the wave-radiation to multiple directions is considered with using SIRT 

(simultaneous iterative reconstruction technique). This tomographic approach was followed to 

expand to three dimension and used to evaluate the repair effectiveness in concrete dam piers [6]. 

As shown, general tomographic approaches require the artificial excitations of elastic wave i.e., as 

it uses through the thickness waves minimal two surfaces should be accessible, limiting in the 

scope of applications. Therefore, the author idealized the AE tomography [7] and coded [8], it was 

confirmed afterward that the AE tomography was first presented by Schubert [9], earlier than our 

study. It is noted that there were no acoustic emission techniques in Fig. 3 demonstrating elastic 

weave techniques for concrete. Acoustic emission is a very powerful method to know real-time 

evolution of crack assuming installation of AE sensors; however, the time span of deterioration or 

ageing of engineering concrete namely concrete structure takes a decade of years in minimum, 

meaning that there was no application of AE technique to install/ monitor the concrete structures 

for that long period, leading only a short time continuous monitoring in a level of laboratory by 

AE techniques. AE techniques shall be thus considered and applying only for unique cases such 

as experimental in-situ monitoring and safety confirmation monitoring when serious damages 

became obvious but shall be in-service until ultimate countermeasures [10]. Again in AE 

tomography, artificial excitations of elastic waves are not needed but source location algorithm of 
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AE technique is applied to identify the naturally produced AE sources due to reversable motions 

of existing defects as fritting and friction among crack interfaces. By regarding the located AE 

sources as excitations of elastic wave, distributions of elastic wave velocity are calculated. Based 

on the obtained velocity distributions, AE sources are again identified, and velocity distributions 

are renewed by re-identified AE sources. This procedure is repeatedly implemented and most-

likely AE sources as well as velocity distributions reflecting internal damage are finally 

determined. To enlarge monitoring area of a sensor as well as to focus first on serious damage, AE 

tomography has been subsequently expanded to the frequency of acceleration namely smaller than 

20 kHz [11]. So far, a group of author has been applying the AE tomography to buildings’ piers, 

bridge slabs, concrete dam piers, and spillway of rockfill dam.  In the following part of the paper, 

the application of spillway of concrete in a rockfill dam is demonstrated, followed by incorporation 

into reproduced digital image of point-clouds.     

 

 

4. Spillway of rock fill dam  

 

4.1  Condition of damage 

A 40 year-old spillway of a rock fill dam is composed by orifice gate of concrete side walls (see 

Fig. 3a) is investigated for the damage by elastic wave tomography. As shown in Fig. 2, cracks 

along steel reinforcement and precipitation of efflorescence, seemed to be led by ASR (alkaline 

silica reaction), were observed. Substantial crack widths are 4 mm in bank side walls, 7 mm in 

lower current side wall, respectively. At present structural integrity due to ASR seems to be 

attributed only to these crack widths information without internal deterioration information. 

Tomographic reconstruction with elastic wave velocity is thus expected to replace those 

conventional idea only from surface condition.  

  

  
a) Overall view of orifice gate and illustration b) Sensor arrangement 

 

Fig. 4: Configuration of elastic wave tomography monitoring. 

 

4.2  Measurement of elastic wave tomography 

Sensor arrangement of accelerometers is depicted as in Fig.4b. A 30 kHz resonant accelerometer 

of TEAC 707IS is employed and arrayed in a space of 1.3-1.5 m. A spherical steel ball of 30 mm 

in diameter is used to excite the elastic waves. The excitations are made on the opposite side of 

sensor installation side. 10 times excitations in every designated point are made and stacked to 

eliminate noises, then recorded with a 200 kHz sampling rate. As resolution of the velocity 

distributions is highly dependent on the sensor array i.e., space between sensors and regarded as a 

half of it, 0.65 - 0.75m is a minimal resolution of this measurement. Analytical mesh size of this 

case is thus set at 1.0 m. Monitoring is carried out three areas separately as demonstrating 1, 2 and 

3 in Fig. 4b. 

sensor
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4.3  Results and discussions 

 

 
 

Fig. 5: Distributions of elastic wave velocity (Tomogram). 

 

Tomogram when the measurement was conducted in the shadow area of Fig. 4a right is 

demonstrated as in Fig. 5.  In Fig. 5, 2D sectional tomograms from section 1-5 are depicted. A 

good agreement of the location of serious surface cracks and areas showing small velocity as less 

than 3000 m/s is obvious indicated by a red circle in section 1 of Fig. 5.   

 

 
Fig. 6: Comparison between tomogram and surface cracks of left bank side. 

 

The surface crack condition of left bank side and 3D tomogram are shown in Fig. 6, where the 

binarized image based on the velocity of 3500 m/s is demonstrated in the middle of Fig. 6. Red 

areas show the velocity less than 3500m/s while the blue shows it larger than 3500 m/s. It is 

obvious that serious crack locations are well identified with red areas. It is noted that the area 

where surface cracks are observed on the left bank side (see the right photo of Fig. 6), there was 

no area of red, showing the velocity less than 3500 m/s, suggesting that the crack on this left bank 

surface will not be expanded into a deeper area of the wall. This estimation was subsequently 

verified by borehole cameras’ observation after excavating holes up to 50 cm depth (see Fig. 7 & 

8).  The deepest cracks could be observed up to 13 cm depth in No. 5 drilling point. This result are 

well accorded to the estimation by the tomography. 
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Fig. 7: Excavating five points from #1-5 on the cracked area (left) and a photo when fluorescent 

epoxy impregnation was carried out (right). 

    

 
 

Fig. 8: Still images under ultraviolet light of the borehole in No. 5 in the depth direction. 

 

4.4  Incorporating velocity distributions into digital twin 

As aforementioned in chapter 2, for the reasonable maintenance program as well as to establish a 

proactive maintenance program, internal information of the structures will be essentially obtained 

and needed to be incorporated into digital twin. In this study as a collaboration project with 

University of Illinois at Urbana-Champaign, the spillway is reproduced by 3D point-clouds using 

still and video images, tomograms namely internal velocity distributions, 2D surface observations 

and design drawing.  The configuration of integration procedures (see Fig. 9) and finally obtained 

integrated model (see Fig. 10) and details of superposition of surface and internal information (see 

Fig. 10) are demonstrated. By using Fig. 10, the structure of interest can be visualized in 360 

degrees in all directions. Damage specifications such as crack width, length as well as density can 

be visually quantified and overall internal damage can be confirmed by the tomograms. 

Classification of damages and interpretation of structural performance will be automatically 

implemented with using AI near future.         

 

Wide angle

Side view

1 to 3 cm in depth 6 to 8 cm in depth 24 to 26 cm in depth

27



 

 
 

Fig. 9: Configuration of integration procedures for real digital twin. 

 

  
 

Fig. 10: Resulted digital twin incorporated point-clouds, surface condition and internal elastic 

wave velocities. 

 

 

5. Conclusions 

 

As for DX for civil infrastructures, digital twin of point-clouds of spillway of a rock fill dam is 

demonstrated. Information such as surface deterioration condition as well as internal condition 

composed of elastic wave velocities, which will be crucially important to realize life-cycle-

oriented design, construction, and maintenance, is incorporated into the digital twin. From the 

resulted digital twin, the overall damage of the structure can be readily visualized. When these 

inspections are periodically carried out and visualized with the proposed integration procedure, 

rational maintenance program through the life cycle of the structures will be reasonably proposed. 

Reduction of measurement time and cost of sensing, suggesting development of remote sensor 

installation and excitations, with wireless sensor network will be necessary. Unfortunately, AE 

techniques has been using principally for experimental purpose in civil engineering as there was 

no demand for long-term monitoring for the structures, taking a huge cost; however, impending 

failure monitoring for important structures damaged seriously will be increasing as there is no 

diversion route of road or taking a time for replacing new ones. AE techniques will definitely 

contribute to these cases. To prepare these occasions, usefulness of elastic wave approaches 

including AE techniques shall be demonstrated through the suggested DX in civil engineering.  

 

 

 

3D Velocity Model

Image by Drone

3D CAD Model

2D Visually Survey 
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ABSTRACT 

 

Degradation of existing structures poses a serious threat to our built environment. The aim of this 

paper is to investigate the use of acoustic emission monitoring in degradation assessment of 

existing structures, focusing specifically on corrosion damage detection in reinforced concrete 

structures. Reinforcement corrosion is seen as one of the most significant and costly degradation 

mechanisms that impact the durability and structural safety of our built infrastructure and Modern 

heritage buildings. The paper presents a multi-scale experimental approach, from material to 

structure, focusing on two challenges: (i) monitoring the evolution of the corrosion process itself 

and the consequential concrete cracking during accelerated corrosion, and (ii) identifying the 

different AE sources in this complex process. The application of AE testing for rebar corrosion 

monitoring is investigated on various sample types and scales under accelerated conditions in a 

lab environment, and from on-site monitoring of a concrete girder bridge. Results show that the 

developed test setups, data filtering and processing procedures substantially improve AE-based 

corrosion damage monitoring, and provide a valuable contribution towards on-site application.   

 

Keywords: Reinforcement corrosion, concrete, passive acoustic emission sensing, multi-scale 

experimental program. 

 

 

1. Introduction  

   

In structural engineering, the acoustic emission (AE) technique is particularly useful for 

degradation assessment in existing structures. Typical degradation processes, such as 

reinforcement corrosion and time-dependent crack formation start at the material level in the form 

of micro-cracking which cannot be monitored with common techniques. Additionally, such 

processes often start internally and degradation may already be substantial before being noticed in 

visual inspection or structural health monitoring (SHM). Yet, such degradation mechanisms cause 

a serious threat to the durability and structural safety of existing structures, from civil infrastructure 

to heritage buildings. The aim of this paper is to show how acoustic emission monitoring can make 

a major contribution to the degradation assessment of existing structures. 

As degradation phenomena are complex time-dependent processes, the way to tackle them is 

through careful validation with other techniques, with dummy samples, and through upscaling 

from material to structure within a multi-scale framework. 
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In concrete structures, acoustic emission sensing is frequently used during lab testing to detect and 

identify crack formation in various cementitious composites, from reinforced concrete (RC) beams 

under bending and shear [1] to fiber reinforced concrete (FRC) under fatigue loading [2]. Also the 

study of reinforcement corrosion with AE testing has been subject of various test programs [3, 4], 

and even on-site monitoring of corroded concrete bridges [5]. However, most research has focused 

on AE testing of corroded RC elements rather than the monitoring of corrosion damage. In 

addition, test repeatability has proven to be rather low and even contradictory findings have been 

reported [15]. Hence, a profound study on AE monitoring of reinforcement corrosion and related 

concrete damage that addresses the challenges within a multi-scale approach, from a fundamental 

understanding of the corrosion process to the structural behavior of damaged RC elements, is 

needed. 

This paper presents an overview of our recent work on corrosion detection in reinforced concrete 

(RC) structures, within a multi-scale approach, while focusing on two specific challenges:  

 Monitoring the evolution of the corrosion process itself and the consequential concrete 

cracking, and  

 Identifying the different AE sources in this complex process.  

 

In the first section of this paper, the process of reinforcement corrosion in concrete structures and 

use of AE testing during this damage process are elaborated. In the next section, an overview of 

the multi-scale experimental test program is presented, focusing on the specific AE testing 

objectives and complementary techniques that were applied for AE validation. Hereafter, the most 

important results of the experimental tests are elaborated, with focus on the two challenges enlisted 

above. The paper concludes with a brief recap of the research highlights and outlook. 

 

 

2. Reinforcement corrosion and the use of AE testing  

   

In normal conditions, steel reinforcement is passivated and hence protected from corrosion due to 

the high-alkaline environment created by the surrounding concrete. When the concrete carbonation 

depth reaches the rebars or a critical chloride concentration is present, e.g. due to ingress of de-

icing salts, the alkalinity drops and the steel may start corroding in the presence of water and 

oxygen. Chloride-induced corrosion is generally considered most detrimental for an RC structure 

as it leads to a faster corrosion process with localized macro-cells, causing corrosion pits in the 

steel reinforcement. Regardless of the cause of corrosion initiation, the corrosion process of 

reinforcement bars (rebars) is generally described as a two-phase process, see Fig. 1 [6]. In the 

initiation phase, the concrete carbonation front and/or chloride ions progress towards the rebars. 

At the end of the initiation phase, the critical chloride content or carbonation depth is reached and 

the corrosion process may start. The second phase, corrosion propagation, is divided into sub-

phases in the fib model; before and after concrete surface cracking. 

Most processes involved in this corrosion process will result in acoustic emissions, be it with 

different strength and signal characteristics. As indicated on the left hand side of Fig. 1, it is 

generally expected that AE activity (amount of AE events and strength of each event) increases 

towards the later stages of the corrosion process. Steel corrosion, absorption and hydration are 

known to produce rather low-energy AE events. Also stress build-up by the expansive corrosion 

products and micro-cracking in the concrete will cause AE activity. Towards the later damage 

stages, concrete cracking and spalling induce high-energy AE events. However, it should be noted 

that the presence of concrete cracks in later stages of the corrosion process might hinder the wave 

propagation, leading to an apparently reduced AE activity. Hence, AE energy is not always a good 

indicator of the source type as it depends on source-sensor distance and attenuation which 

increases during crack formation.  

In addition, the different types of AE sources cannot be spatially separated. Pressure build-up, 

concrete cracking and steel corrosion all start internally and in close proximity of the corrosion 
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hot-spot. This means that an AE activity analysis is not always a reliable method for studying 

reinforcement corrosion in concrete. Thus, a more in-depth analysis is required to identify the 

different AE sources to ensure reliable AE-based corrosion monitoring methods for RC structures. 

 

 
 

Fig. 1: Increase in AE activity as a function of the corrosion process in reinforced concrete. 

 

Corrosion experiments are usually performed under accelerated conditions to obtain results within 

a limited time frame. The corrosion process is often accelerated by means of an imposed direct 

current (DC), where the corroding rebar is the anode and an external cathode is provided. It should 

be noted that in such setup, the initiation phase is skipped as the corrosion onset is forced. To avoid 

unnatural corrosion effects, corrosion currents should be limited, e.g. typically to a maximum of 

100 µA/cm². This value was also used as a maximum limit in this study. Few studies focus on 

more natural corrosion processes in which case chlorides are added and/or wet-dry cycling is used 

instead of an impressed current. 

 

 

3. Multi-scale experimental test program  

   

The test program presented here was executed in the framework of the KU Leuven project “Multi-

scale assessment of residual structural capacity of deteriorating reinforced concrete structures” 

(KU Leuven internal funds (3E170431)). It should be noted that only the AE data sets and results 

are discussed here, while interested readers are referred to the literature for a discussion on the 

structural analysis of the corroded RC elements [7]-[9].  

 

Table 1 presents an overview of the test program, including sample type, sample sizes, number of 

samples monitored with AE (out of the total number of samples), type of corrosion process 

(impressed current or natural conditions), corroding length of the rebar (CL), duration of the AE-

based corrosion monitoring, the number of AE sensors per sample and their layout (1D, 2D or 3D), 

AE sensor type (flat or peak response spectrum, frequency range or peak frequency), and other 

techniques used for validation of the AE results. A picture for each of the test series that is included 

in detail in this paper is presented in Fig. 2. 
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Table 1: Overview of all test series included in the corrosion test program with AE monitoring. 

 
 MATERIAL STRUCTURAL 

COMPONENT 

STRUCTURE /  

CASE STUDY 

Test 

series 

Test A1 

(XCT 

samples) 

Test A2 

(Pull-out 

samples) 

Test B1 

(RC beams) 

Test B2 

(RC beams) 

Case C1 

(RC building 

pilotis) 

Case C2 

(PC bridge 

girders) 

sample 

size [m] 

cylinder, 

diam. 0.036 

prism 0.15 x 

0.15 x 0.25  

RC beams 

length 1.8  

RC beams 

length 3.0 

 RC columns, 

section 0.3x0.5 

PC I-beams, 

length 22.9 

#AE test 

(total) 
3 (7) 8 (117) 2 (25) 2 (4) 2 3 

corrosion 

process 

100 µA/cm² 

DC 

100 µA/cm²  

DC 

50-100 

µA/cm²  DC 

50 µA/cm²  

DC 

natural 

(carbonation) 

natural 

(chlorides) 

CL [m] 0.02 0.042-0.100 1.4-1.5 0.4 unknown unknown 

test 

duration 

up to 

25 days 

up to  

90 days 

up to  

30 days 
21 days 3 x 6 hours 

12 days &  

8 days 

# AE 

sensors 

2 (1D) & 6 

(3D) 

2 (1D) &    6 

(3D) 
4 (2D) 6 (2D) 6 (3D) 

2 (1D) & 

 6 (3D) 

type AE 

sensor 

flat, 50-

2000 kHz  

flat, 100-400 

kHz 

flat, 100-400 

kHz 

flat, 100-400 

kHz 

flat, 100-400 

kHz 

peak, 75 kHz 

& flat, 100-

400 kHz 

other 

NDT 
XCT 

surface 

crack size  

surface 

crack size, 

UPV 

surface 

crack size, 

UPV 

surface crack 

size, concrete 

tests 

surface crack 

size, UPV, 

concrete tests 

 

  

  
Test series A1 (XCT samples) 

 

Test series A2 (RC prisms) 

  
Test series B1 (RC beams) Case study C2 (PC girder bridge) 

 

Fig. 2: Overview of test series. 

 

Following remarks are noted regarding the test programs (Table 1): 

 From “material” to “structure”, sample sizes increase. Hence the response spectrum of the 

chosen AE sensors decreases to allow for larger source-sensor distances. However, it 

should be noted that a flat response AE sensor (100-400 kHz frequency range) was applied 

for most test series, enabling a signal-based AE analysis and upscaling of developed 

processing algorithms.  

 The number of samples that was monitored with the AE technique during corrosion in each 

test series is limited by the availability of AE equipment and length of the test. Hence, not 

all corroding samples have been monitored with AE. 
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 The maximum number of AE sensors per sample is indicated in Table 1. For the smaller 

samples, a 3D setup was used, while for the beams, the AE sensors were positioned on the 

side of the beams in a plane (2D setup). For the bridge girders of case study C2, both a 1D 

setup on three beams simultaneously, as well as a 3D setup on one beam were used.  

 On test series A2 (prisms), additional resonance sensor types (peak frequency 150 kHz) 

were applied during corrosion monitoring for validation purposes. For brevity, these tests 

are not included in current paper, but a description can be found in the literature [10]. 

 For all experiments in the lab, corrosion was accelerated by an impressed direct current 

(50-100 µA/cm² DC). Samples of Test series A1 and A2 were partly submerged in a salt 

solution during corrosion, while beams of Test series B1 and B2 were positioned upside-

down (tensile reinforcement near top surface) with a bottomless water tank on top that 

contained the cathode and salt solution. A schematic representation of the corrosion setup 

during Test series B1 is presented in Fig. 3. 

 The RC beams of test series B1 contained one corroding rebar (corroding length 1.4-1.5 

m), while the beams of test series B2 had stirrups and two corroding rebars that were only 

locally corroded (corroding length CL = 0.4 m). Uncorroding parts of rebars were protected 

with anti-rust paint. 

 The two case studies were subjected to natural corrosion: in Case C1, corrosion was caused 

by severe concrete carbonation due to poor concrete quality of in-situ cast members, in 

Case C2, some evidence of chloride-induced corrosion was found, probably due to de-icing 

salts and water infiltration in the post-tensioning ducts. 

 To evaluate the AE results, samples were also monitored with X-ray scanning Computed 

Tomography (XCT), see [11] for a detailed description, ultrasonic pulse velocity 

measurements (UPV), and monitoring of the crack widths and patterns on the concrete 

surface. In addition, for case studies C1 and C2, small cores were investigated to test 

carbonation depth and chloride content (referred to in Table 1 as “concrete tests”). 

 

 
 

Fig. 3: Corrosion setup and AE sensor setup for RC beams of Test series B1, picture from [12]. 

 

The objectives of AE monitoring vary for the different corrosion test series. At the MATERIAL 

scale, a protocol for AE monitoring of corroding reinforced concrete was developed, including: 

data filtering, improved arrival time picking, AE source localization, and source identification 

through hierarchical clustering. AE results as obtained from this data-processing protocol were 

validated in Test series A1 with 3D imaging of steel corrosion and mortar cracking from XCT 

scanning [11]. Secondly, AE-based corrosion monitoring, AE source localization and 

identification were upscaled to RC prisms in Test series A2, and validated by means of surface 

crack monitoring, rebar extraction at the end of testing, and the use of dummy samples to spatially 

differentiate different AE sources and validate the source clustering protocol. The latter study is 

described in detail in [10]. At the STRUCTURAL COMPONENT scale, RC beams were monitored 

during corrosion to upscale the developed AE protocols, and provide a valuable link between 

small-scale testing and real-scale structures. AE results were validated by means of surface crack 

monitoring and rebar extraction at the end of testing. Finally, at the structure level, two CASE 

STUDIES were investigated to apply the gained knowledge in practice and define further 

challenges for AE-based corrosion damage monitoring of existing RC structures. 
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The following sections provide an overview of the most important results in relation to the 

objectives discussed above. For sake of brevity, description of the data processing is kept limited 

to enable an understanding of the major advancements made in the project, yet for a more detailed 

description of test setups and data processing, we make reference to the literature. 

 

 

4. Results and discussion 

 

4.1 Monitoring of rebar corrosion and concrete cracking 

As reinforcement corrosion monitoring is a test with long duration and various influencing factors, 

many noise data can be expected, especially during in-situ monitoring of bridges in operational 

conditions, but even during controlled lab tests. Therefore, a first step is a proper design and 

calibration of the AE test setup to ensure: 

 proper choice of AE sensor types and frequency range in function of expected source-

sensor distance and attenuation, which can be done by means of pencil lead breaks (PLB). 

 deciding on threshold values and hardware filters, aiming at filtering as much noise signals 

as possible without any relevant loss of valuable AE data. 

 

Secondly, as not all noise signals can be avoided during testing, further data analysis requires the 

development of a reliable filtering protocol. In [13], details can be found on a two-step filtering 

protocol that was developed specifically for use during AE-based corrosion monitoring. However, 

it is generally applicable to tests in which internal damage sources are captured through monitoring 

of AE bulk waves, e.g. in concrete and masonry structures. It consists of following steps: 

 step 1: signal-based filtering, using the Signal to Noise Ratio (SNR) and the obtained 

accuracy of the Time Of Arrival picking (TOA).   

 step 2: location-based filtering: using the estimated Source Location Error (SLE) and 

omitting sources located outside of sample boundaries (reflections). 

 

Fig. 4 presents the evolution of the unfiltered (left) and filtered (right) cumulative AE data for the 

on-site monitoring on the bridge girders (Case C2). The unfiltered data present higher AE activity, 

especially during the week when the bridge carries more traffic. It can also be seen that a non-

negligible amount of noise signals are filtered out by the two-step filtering protocol. 

 

  
 

Fig. 4: Cumulative AE events and temperature as a function of time captured during on-site 

monitoring on three PC bridge girders (Case C2): unfiltered (left) and filtered (right) data. 

 

In Figs. 5 and 6, the cumulative AE events or energy are related to the average corrosion crack 

width measured on the concrete surface during corrosion of a representative RC prism and RC 

beam, respectively. Both test samples had one longitudinal corroding rebar, yet with a different 

concrete cover depth and corroding length. Despite the difference in sample size and test setup, 

see Table 1, a good agreement is observed between the cumulative AE data and the concrete 

surface crack growth for each of the test series. This is an indication that AE monitoring is well 

able to capture damage progress during an accelerated corrosion experiment.  
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However, there is no evidence that this relation can be extended towards real-life natural corrosion 

processes, and hence towards long-term on-site AE monitoring of reinforcement corrosion in RC 

structures. Although it should be mentioned that promising results were obtained for AE 

monitoring of wire rupture in prestressing strands [5]. In addition, comparison between AE results 

and corrosion levels or pit locations have shown limited agreement between such data, as a 

majority of AE events is caused by concrete cracking rather than the corrosion process itself [7].   

Much more information about the corrosion process can be obtained when looking beyond the 

cumulative AE activity, and using AE results to observe the internal damage processes by means 

of 3D source localization and identification. Distinguishing between different AE sources 

potentially allows to identify AE events coming from steel corrosion on one hand and from 

concrete cracking on the other hand. These aspects are discussed in the next section. 

 

  
 

Fig. 5: Crack width versus cumulative AE 

events during corrosion of RC prism (Test 

series A2), figure adapted from [7]. 

 

 

Fig. 6: Crack width versus cumulative AE 

energy (eu = 10-14 V²s) during corrosion of 

RC beam (Test series B1). 

4.2 AE source localization and identification 

Corrosion of steel reinforcement in concrete is a complex process in which many AE sources are 

active. Besides the corrosion itself, also the absorption and drying of salt water, the formation of 

hydrogen bubbles at the cathode, the pressure exerted by the expansive rust products and the 

cracking of the concrete may cause AE events. An overview of possible AE sources during an 

accelerated corrosion test with indication their probability of detection is indicated in Fig. 7.  

 

 
 

Fig. 7: Overview of possible AE sources during accelerated corrosion testing of RC. 

 

In a first step, 3D AE source localization is performed to spatially identify the corrosion damage. 

Figs. 8 and 9 present results of 3D AE source locations in corroding RC prisms (test series A2). 

Although the six AE sensors can only be positioned on the upper half of the prisms, due to the salt 

bath in which they are partly submerged, a very good agreement between the corroding parts of 

the rebar or stirrup and the AE source locations is obtained.  
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From Fig. 8, it can be observed that the first step of the filtering protocol, being the application of 

the SNR filter and enhanced TOA picker also have a significant effect on the quality of the AE 

source localization; As source locations are calculated using the arrival time of the wave at multiple 

sensors, a correct TOA is essential. Further, the AE source locations were determined by assuming 

a homogeneous wave velocity. This assumption is justified as all AE sensors are positioned on the 

(thick) concrete cover. However, when a denser grid of steel rebars is used, or sensors are 

positioned on or near the rebar, one should take into account the increased wave velocity in the 

steel by application of a non-homogeneous wave velocity field [14]. 

 

 

  

 

 

 

 

 

Fig. 8: 3D AE source localization in 

corroding RC prism without (top) and with 

(bottom) filtering and improved TOA picker 

[13]. 

Fig. 9: 3D AE source localization in RC 

prism with corroding stirrup, and comparison 

with pit location in stirrup at the end of the 

test [13]. 

 

During reinforcement corrosion in concrete, AE sources such as steel corrosion and concrete 

cracking are difficult to differentiate spatially, as they are located in close vicinity. To differentiate 

the various AE sources, the AE signal characteristics can be used. This can be done using a 

parameter- or a signal-based approach, applying manual or unsupervised clustering. AE 

parameters such as amplitude, energy and average frequency may be biased through signal 

alterations during wave propagation in (heterogeneous) concrete and the use of resonance sensors. 

In [10], a signal-based hierarchical clustering algorithm was developed and applied on corroding 

RC prisms that were monitored with flat response (100-400 kHz) and resonance (150 kHz) AE 

sensors. The algorithm was evaluated by means of dummy samples in which AE sources such as 

rebar corrosion, absorption and concrete cracking were isolated. Fig. 10 shows an application of 

this clustering approach on a dummy RC prism, concrete prism, steel rebar and RC beam [12]. AE 

events belonging to the first cluster (blue) are found in each dummy sample. AE events from the 

second cluster (red) are mainly found in the uncorroded RC beam that was subjected to bending. 

Hence this cluster can be attributed to concrete cracking. A decrease of the cluster dissimilarity 

threshold did not allow for a further differentiation between the other sources such as micro 

cracking, absorption and steel corrosion [12]. Fig. 11 presents the results of AE signal clustering 

on both corroding beams of test series B2. Again, two clusters are found, from which cluster 1 

(blue) can be attributed to the corrosion process and related effects, and cluster 2 (red) is assigned 

to concrete cracking. This latter cluster has a lower peak frequency and shows a significant 

increase in AE events a few days into the corrosion test when the concrete surface cracks are 

appearing.  Results indicate that the developed AE clustering algorithm is able to distinguish the 

initiation of corrosion-induced concrete macro-cracking. 
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Dot size according to amplitude 

of first AE hit that reaches the 

AE sensors: 

 

 

Fig. 10: Results of AE signal clustering on dummy samples showing peak frequency versus ID 

number of the AE signals. Expected AE sources are indicated for each group of signal IDs [12]. 

 

 

 
 

Fig. 11: AE signal clustering on corroding RC beams (test series B2), showing peak frequency 

versus elapsed corrosion time. Figures adopted from [12]. 

 

It can also be observed from Fig. 11 that the typical accelerated corrosion setup aims at obtaining 

very high corrosion levels in a short time interval, resulting in early concrete cracking and high 

damage rates that might not be representative for on-site corrosion damage processes. Therefore, 

a further validation of the clustering algorithm on samples with slower or natural corrosion rates 

will be done in future work as a next step towards on-site AE monitoring. 

 

 

5. Conclusions and outlook 

 

AE monitoring has several important features that makes it particularly interesting for RC 

corrosion monitoring. Appropriate filtering and time of arrival (TOA) picking are essential to 

obtain qualitative AE data from corrosion tests on RC samples. Although a good correlation was 

obtained between cumulative AE activity and other damage indicators, such as crack width, such 

relations are difficult to extrapolate to other setups and non-accelerated corrosion conditions. 

Therefore, further analysis included 3D AE source localization and identification. Accurate source 

location results were obtained from AE data with improved TOA picking. Signal-based 

hierarchical clustering enabled distinguishing corrosion-induced concrete macro cracking from 

other AE sources related to the corrosion process. Our past research has focused on establishing a 

fundamental basis for reliable AE testing of complex damage processes such as reinforcement 

corrosion, using accelerated degradation tests. Future research will aim at on-site application of 

AE monitoring, where specific challenges are the detection of non-accelerated degradation and the 

value of AE for structural damage assessment. 

 

 

 

38



 

6. Acknowledgements 

 

The financial support of KU Leuven internal funds (Project C24/17/042) and FWO Flanders 

(postdoc grant C. Van Steen, grant number 12ZD221N) is gratefully acknowledged. 

 

 

7. References 

 

[1] Grosse C.U., Ohtsu M., Aggelis D.G., Shiotani T., eds. (2022) Acoustic emission testing - 

basics for research - applications in civil engineering. 2 ed. Springer. 

[2] De Smedt M., Vandecruys E., et al. (2022) Acoustic emission-based damage analysis of steel 

fibre reinforced concrete in progressive cyclic uniaxial tension tests. Construction and 

Building Materials 321: p. 126254. 

[3] Zaki A., Chai H.K., Aggelis D.G., Alver N. (2015) Non-Destructive Evaluation for 

Corrosion Monitoring in Concrete: A Review and Capability of Acoustic Emission 

Technique. Sensors 15(8): p. 19069-19101. 

[4] Kawasaki Y., Wakuda T., Kobarai T., Ohtsu M. (2013) Corrosion mechanisms in reinforced 

concrete by acoustic emission. Construction and Building Materials 48: p. 1240-1247. 

[5] Fricker S., Vogel T. (2007) Site installation and testing of a continuous acoustic monitoring. 

Construction and Building Materials 21(3): p. 501-510. 

[6] Fédération international du béton (2006) Model code for service life design, fib bulletin 34. 

[7] Van Steen C., Verstrynge E., Wevers M., Vandewalle L. (2019) Assessing the bond 

behaviour of corroded smooth and ribbed rebars with acoustic emission monitoring. Cement 

and Concrete Research 120: p. 176-186. 

[8] Nasser H., Van Steen C., Vandewalle L., Verstrynge E. (2021) An experimental assessment 

of corrosion damage and bending capacity reduction of singly reinforced concrete beams 

subjected to accelerated corrosion. Construction and Building Materials 286: p. 122773. 

[9] Vrijdaghs R., Verstrynge E. (2022) Probabilistic structural analysis of a real-life corroding 

concrete bridge girder incorporating stochastic material and damage variables in a finite 

element approach. Engineering Structures 254: p. 113831. 

[10] Van Steen C., Nasser H., Verstrynge E., Wevers M. (2021) Acoustic emission source 

characterisation of chloride-induced corrosion damage in reinforced concrete. Structural 

Health Monitoring 21(3): p. 1266-1286. 

[11] Van Steen C., Pahlavan L., Wevers M., Verstrynge E. (2019) Localisation and 

characterisation of corrosion damage in reinforced concrete by means of acoustic emission 

and X-ray computed tomography. Construction and Building Materials 197: p. 21-29. 

[12] Van Steen C., Verstrynge E. (2022) Signal-Based Acoustic Emission Clustering for 

Differentiation of Damage Sources in Corroding Reinforced Concrete Beams. Appl. 

Sciences 12(4). 

[13] Van Steen C., Verstrynge E. (2021) Degradation Monitoring in Reinforced Concrete with 

3D Localization of Rebar Corrosion and Related Concrete Cracking. Appl. Sciences 11(15). 

[14] Gao Y., Suryanto B., Chai H.K., Forde M.C. (2021) Evaluating the effect of corrosion on 

shear-critical RC beams by integrated NDT. Developments in the Built Environment 7: 

100050. 

[15] Verstrynge E., Van Steen C., Vandecruys E., Wevers M. (2022) Steel corrosion damage 

monitoring in reinforced concrete structures with the acoustic emission technique: a review. 

Construction and Building Materials (in revision). 

39



 
 

 

 

ACOUSTIC EMISSION FOR IDENTIFICATION OF THE DOMINANT 

STRESS COMPONENT IN POLYMER COMPOSITES AT EARLY LOADS 
 

 

Kalliopi-Artemi Kalteremidou1,*, Dimitrios G. Aggelis1, Danny Van Hemelrijck1 and Lincy Pyl1 

 
1Vrije Universiteit Brussel (VUB), Department of Mechanics of Materials and Constructions (MeMC), 

Pleinlaan 2, 1050 Brussels, Belgium;  

Kalliopi-Artemi.Kalteremidou@vub.be, Dimitrios.Aggelis@vub.be, Danny.Van.Hemelrijck@vub.be, 

Lincy.Pyl@vub.be  

*Correspondence: Kalliopi-Artemi.Kalteremidou@vub.be 

 

 

ABSTRACT 

 

Carbon Fiber Reinforced Polymer (CFRP) composites are broadly used in engineering 

applications. Their inherent anisotropy due to different fiber orientations can be considered an 

advantage since the strength of the component can be designated in preferential loading 

directions. However, this anisotropy leads to multiaxial stress conditions, complicating their 

damage sequence and mechanical response. Identification of these multiaxial conditions at early 

loading stages is of paramount importance to predict the upcoming structural response of the 

material. Acoustic Emission (AE) is applied in this study to CFRP laminates with different stacking 

sequences, in which different multiaxial conditions are generated. Laminates consisting of 30o 

plies are characterized by dominant shear stresses, whereas in laminates with 60o layers 

transverse normal stresses govern the stress state. Through quasi-static and incremental loading, 

it is shown that certain AE features can be used to identify the dominant stress component rather 

than just the occurring damage mode even at early loads, before severe fracture influences the 

mechanical capacity. This is of great importance in cases that detrimental shear stresses are 

generated, leading to delaminations and mechanical deterioration. AE can be used in this 

direction to predict the upcoming damage and to take necessary measures to avoid final failure. 

 

Keywords: Polymer composites, acoustic emission, multiaxiality, shear, Kaiser effect. 

 

 

1. Introduction 

 

Acoustic Emission (AE) is a non-destructive method which has been widely used for damage 

studies in composites. In practice, piezoelectric sensors are mounted on the surface and record the 

elastic waves generated in a material undergoing irreversible changes. The wave magnitude and 

further features are correlated to emission sources. Firstly, the total AE activity can be examined, 

giving information on the “amount” of damage [1]. Secondly, analysis of waveform features in the 

time domain can be used as damage indicator [2, 3]. In other studies, waveform analysis in the 

frequency domain is performed and clustering approaches for identification of damage modes have 

been many times reported [4, 5]. However, to the authors’ best knowledge, no direct correlation 

of AE features with the stress/strain states in polymer composites has been performed in literature. 

Due to the intrinsic anisotropy of composites, multiaxial stresses occur even in flat laminates under 
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simple tensile loads, because of the different fiber orientations in their individual layers [6]. 

However, the AE response of composites has been mostly investigated for conventional lay-ups 

(i.e. [0o/90o], [±45o]) [7, 8] or for representative specimens with specified model damage sources 

(double cantilever beam specimens [9] or single fiber filaments [10]). Certain correlations between 

AE parameters and specific fracture modes have been established, like delaminations resulting in 

longer duration and lower frequencies than matrix cracks or fiber rupture. Despite the fact that 

multiaxial stress conditions occur in all composite structures in the microscale due to their 

anisotropic nature, in conventional lay-ups the dominant stress state remains largely uniaxial in 

the lamina level. Thus, it would be of great interest to study the potential of AE to indicate the 

dominant stress/strain component rather than just the occurring damage mode when the stress state 

is multiaxial and especially during the very early loading stages. 

A thorough experimental campaign was performed in this study to obtain a successive AE analysis 

of carbon/epoxy laminates, in which different multiaxial stresses are developed. Two laminates, 

namely [0o/30o]2s and [0o/60o]2s, were tested under quasi-static and incremental tensile loading. 

Due to the different fiber orientations, shear stresses govern the stress state in the 30o plies, while 

normal transverse stresses are the dominant ones in the 60o plies [11]. It is shown through this 

study that certain AE features can be used to identify the dominant stress/strain component at the 

early loading stages, before the occurrence of severe damage. At a later stage, damage modes can 

be also identified through AE feature analysis. One of the most beneficial aspects of the employed 

methodology is that the AE findings are correlated to real-time fracture scans and not to just 

theoretical damage modes [12]. 

 

 

2. Materials and methods 
 

The material used was a pre-preg carbon fiber/epoxy matrix composite, manufactured by 

Mitsubishi Chemical Corporation and Honda R&D Co., Ltd. Samples were cut following ASTM 

D3039 [13] and had a length of 250 mm, a width of 25 mm and a thickness of 1.83 mm. Two 

angle-ply unbalanced laminates, [0o/30o]2s and [0o/60o]2s, were tested during this work. The lay-

ups were selected in such a way that different multiaxial stresses are developed in their off-axis 

layers. By using the classical laminate theory, it can be calculated that the λ12 ratio, defined as: 

 

 𝜆12 =
𝜎6

𝜎2
 (1) 

 

is equal to 2.02 in the off-axis layers of the [0o/30o]2s laminates and equal to 0.64 in the [0o/60o]2s 

laminates. This shows that the shear stress component σ6 is the dominant one in the off-axis layers 

of the [0o/30o]2s laminates whereas the transverse stress σ2 dominates in the [0o/60o]2s laminates. In 

order to highlight the AE findings related to the identification of multiaxiality in the angle-ply 

laminates, the results are also compared with those from more conventional [0o/90o]2s and [±45o]2s 

laminates from the same material. 

An MTS servo-hydraulic test bench with a load capacity of 100 kN was used to perform the tensile 

tests. Initially quasi-static tests were performed at a displacement rate of 1 mm/min to capture the 

AE activity of the samples. Apart from continuous tests, interrupted tests were also performed at 

specific load intervals, during which through-thickness microscopic inspection was carried out. 

Afterwards, incremental loading tests were performed. During these, the Kaiser effect and the 

Felicity Ratio (FR) and Calm Ratio (CR) were studied. For each loading condition at least three 

samples from both laminates were tested for statistically acceptable results. 

The elastic waves (AE hits) were captured using a Mistras Group system equipped with the AEwin 

software. Two Pico sensors (with peak frequency at 450 kHz) were placed on the specimen with 

a distance of 80 mm. Vaseline was applied between the sensors and the sample to guarantee the 

acoustic coupling. An amplitude threshold of 35 dB was applied and the signals were amplified 

with a gain of 40 dB using pre-amplifiers. Prior to testing, pencil lead breaks were performed to 
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assess the wave velocity (5962 m/s and 5479 m/s for the [0o/30o]2s and [0o/60o]2s lay-ups 

respectively). By using the distance between the sensors and the automatic onset time as recorded 

by the acquisition channels, linear localization of hits was obtained (AE events). 

Among the most regularly studied AE features, also investigated in this work, are the absolute 

energy of the signal, expressed in aJ (10-18 J), indicative of the wave intensity, and the Rise Time 

(RT), expressed in μs, defined as the time from the first threshold crossing of a signal until the time 

it reaches its maximum amplitude. The Average Frequency (AF), expressed in kHz, is also 

examined in this analysis. AF is measured in the time domain by the number of threshold crossings 

over the signal duration and is a representative parameter for the main frequency content of the 

waveform (Fig. 1a)) [14]. After having performed thorough data analysis, it was concluded that 

the RT and AF were the most sensitive descriptors to realize differences between the considered 

cases. Moreover, during incremental loading the Kaiser and Felicity effects were investigated. The 

Kaiser effect occurs when AE activity initiates during a loading cycle only at a stress level equal 

to or higher than the maximum stress of the previous loading cycle. In order to demonstrate the 

Felicity effect, the FR is defined from the following equation: 

 

 𝐹𝑅(𝑖 + 1) =  
𝐴𝐸 𝑜𝑛𝑠𝑒𝑡 𝑠𝑡𝑟𝑒𝑠𝑠 𝑙𝑒𝑣𝑒𝑙 [𝐶𝑦𝑐𝑙𝑒(𝑖+1)]

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑠𝑡𝑟𝑒𝑠𝑠 𝑙𝑒𝑣𝑒𝑙 [𝐶𝑦𝑐𝑙𝑒 (𝑖)]
 (2) 

 

FR values equal to or higher than unity indicate that negligible or no damage has occurred in the 

material and that the Kaiser effect is noticed. When FR drops below unity, the Kaiser effect does 

not appear anymore, indicating that damage has been nucleated during the previous loading cycle 

(Fig. 1b)). In this case the Felicity effect appears, designating that AE activity initiates earlier than 

the maximum stress level of the previous cycle. Another parameter that can be used in order to 

study the structural integrity of the material under incremental loading is the CR, pointing out the 

AE activity emitted during the unloading stages of the successive cycles. The CR is defined as: 
 

 𝐶𝑅(𝑖) =  
𝐴𝐸 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔) [𝐶𝑦𝑐𝑙𝑒(𝑖)]

𝐴𝐸 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑙𝑜𝑎𝑑𝑖𝑛𝑔+𝑢𝑛𝑙𝑜𝑎𝑑𝑖𝑛𝑔) [𝐶𝑦𝑐𝑙𝑒 (𝑖)]
 (3) 

 

In a sound material CR is close to zero. With the accumulation of damage CR increases, indicating 

AE activity also during the unloading stages. 

Regarding optical damage monitoring, a Leica MZ125 stereomicroscope was mounted on the test 

bench to scan the free edge of the specimen. This allowed damage observations by stopping the 

test at certain load intervals while still keeping the sample loaded. To obtain strain measurements 

a DIC system, VIC-3D by Correlated Solutions, was utilized [12]. 

 

 

 
a) b) 

 

Fig. 1: a) Typical AE waveform and b) AE representation of Felicity effect [12]. 
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3. Results and discussion 

 

3.1 AE results during quasi-static loading 

The initial important finding during the quasi-static tests was the potential of AE to differentiate 

between laminates with dissimilar multiaxial stress states from early loading stages (even before 

reaching 20-25% of the ultimate load) based on analysis of certain signal features, such as the RT 

and the AF. Since the different multiaxiality is expressed through the λ12 ratio, in Fig. 2 the link 

between the RT values and the λ12 ratio is plotted. This is done by taking into account the λ12 ratios 

of the [0o/30o]2s and [0o/60o]2s laminates, which are equal to 2.02 and 0.64 respectively, and by 

calculating that the same ratio equals 0 in the cross-ply [0o/90o]2s laminates and 5.78 in the shear 

dominated [±45o]2s laminates. The points depict the average RT values recorded between 0% and 

50% of the testing time for each case. This way the AE feature comes from a relatively early state 

before severe damage influences the original λ12 ratios. The values of five specimens for each case 

are shown. A good repeatability is observed, allowing a separation between the considered cases. 

Specifically, when shear stresses are negligible, RT averages at approximately 70 μs, while 

gradually and as λ12 becomes 5.78, RT climbs to 150 μs. It is evident that higher λ12 ratios 

corresponding to higher shear stresses lead to higher RT values, allowing estimation of the 

dominant stress component in the composite layer from a relatively early point. 

 

 
 

Fig. 2: Dependence of RT on the λ12 ratio as obtained from the moving average curves of 

different laminates at a time range equal to 0-50% of the testing time [12]. 

 

Apart from correlations of the AE features with the multiaxial stress conditions, associations with 

the captured strain field throughout the test could be further obtained. Strains in the material 

coordinate system of a laminate can only be obtained analytically. Nevertheless, in the angle-ply 

unbalanced [0o/θ]2s composite laminates, a shear coupling exists also in the geometrical axes owing 

to the non-zero terms Axs and Ays of the extensional stiffness matrix A. This leads to the appearance 

of shear strains γxy under the application of any normal extensional force Nxx, which can be 

measured by DIC on the surface of the specimens. In order to exhibit the correlation between the 

AE signal features and the different shear strains owing to changes of the angle θ, the evolution of 

the RT as a function of the stress and γxy (shear strain as measured by DIC) is plotted in Fig. 3 for 

both the angle-ply laminates and the cross-ply laminates (with the period of the moving average 

curve corresponding to 5% of the data points in each case). 

It is clear that for the [0o/30o]2s laminates the RT presents a continuously increasing trend from an 

early stage of the test, following a steady increase of γxy and the corresponding shear damage. The 

average RT values initiate from around 100 μs and they arise to high values, close to 250 μs, 

following the appearance of delaminations between the laminate layers. These delaminations were 

the first visible damage incidents microscopically observed in the [0o/30o]2s laminates at around 

1000 MPa of the global stress, before any visible matrix cracks in the off-axis plies (Fig. 4a)). On 
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the other hand, in the [0o/90o]2s laminates, γxy shows negligible increasing trends, similarly to the 

RT trendline, which remains at low levels of around 70 μs, before rising at the end due to the 

occurrence of delaminations. The shear strain of the [0o/60o]2s laminates presents a behavior in 

between the two previous cases, being initially low but starting to increase at around 600 MPa, 

clearly deviating from the [0o/90o]2s case. Interestingly, the same applies for the RT curve which is 

constantly higher than the one from the [0o/90o]2s laminates, leading again to a sudden increase 

due to the emergence of delaminations. Matrix cracking was the first damage mode recorded in 

the [0o/60o]2s laminates from a stress equal to 600 MPa on average. Delaminations occurred late 

in the test, at a stress greater than 90% of the ultimate stress (around 1200 MPa), like indicatively 

shown in Fig. 4b). 

 

 
 

Fig. 3: Evolution of RT versus the stress and the shear strain γxy of the unbalanced angle-ply and 

the cross-ply laminates [12]. 

 

 
 

Fig. 4: Damage state in a) [0o/30o]2s laminates at 1100 MPa stress and b) [0o/60o]2s laminates at 

1200 MPa stress [12]. 

 

To obtain a quantitative insight into the AF and the AE signal energy content of the angle-ply 

laminates, Figs. 5a) and 5b) plot the average AF and absolute energy values at indicative stress 

stages. Regarding the AF, constantly lower values are registered for the [0o/30o]2s laminates due to 

the dominant shear stresses. Especially combination of shear damage with delaminations towards 

failure leads to very low AF values, close to 50 kHz. When transverse stresses and matrix cracking 

are dominant, higher AF values are recorded, as shown for the [0o/60o]2s laminates. Regarding the 

energy values, until 900 MPa the average absolute energy for the [0o/30o]2s case remains quite low, 

possibly due to the appearance of intralaminar shear debondings only. Beyond this stress, the 

energy increases due to the emergence of delaminations and fiber breaks. In the [0o/60o]2s 
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laminates higher energy is observed in the 700-1200 MPa stress range due to the occurrence of 

matrix cracks. After 1200 MPa, an increase in the absolute energy is registered, due to 

delaminations and fiber breaks. These results prove that for the same external stress on the two 

laminates, important differences in the AE features are obtained due to the dissimilar stresses in 

the material coordinate system even before the occurrence of microscopically visible damage. It 

is shown that AE is sensitive not only to the actual damage but also to the stress field that will 

eventually result in a specific damage mechanism. Moreover, despite the fact that damage at early 

loads is not yet manifested in a form visually observable by the applied monitoring methods, the 

sensitivity of AE allows detecting phenomena in the scale of aJ [12]. 

 

 
 

Fig. 5: a) AF and b) absolute energy versus the stress of the [0o/30o]2s and [0o/60o]2s laminates 

[12]. 

 

3.2 AE results during incremental loading 
Considering that the failure stress σult of the [0o/30o]2s laminates was found to be equal to 1375 

MPa, whereas for the [0o/60o]2s laminates it equaled 1318 MPa on average [11, 15], incremental 

tests were performed with six successive steps at maximum stress levels of 220, 440, 660, 880, 

1100 and 1200 MPa. The last loading step continued until failure. The difference in the AE activity 

between the [0o/30o]2s and [0o/60o]2s laminates is indicatively displayed in Fig. 6 for the 0-1200-0 

MPa loading-unloading cycle. It is clear that certain differences arise between the two laminates. 

Apart from the intensity of the AE activity, which is always higher for the shear dominated 

[0o/30o]2s laminates, one of the major differences concerns the onset of AE during the consecutive 

loading cycles or else the appearance of the Kaiser and Felicity effects. In order to demonstrate 

the different response during the incremental loading, Fig. 7 plots the evolution of the Felicity ratio 

FR versus the maximum stress of each successive loading step. For calculating the FR values, the 

AE onset was assumed to coincide with the appearance of the very first AE event during the 

loading regime of each cycle. In cases that the Kaiser effect still appeared, mainly during the initial 

cycles, the FR was assumed equal to one even if greater values were potentially obtained. 

Looking initially at the 0-440 MPa loading step, the Kaiser effect is evident for both samples. The 

forming microdamage is of such a small scale that FR values equal to one. The first deviation 

occurs in the 0-660 MPa cycle. The Felicity effect has appeared for the [0o/30o]2s specimens with 

an FR value equal to 0.93, while the [0o/60o]2s laminates are still under the Kaiser effect. Until a 

stress of 1100 MPa the FR constantly decreases for the [0o/30o]2s laminates, following the increase 

of shear stresses and the growth of intralaminar debondings. Contrarily, in the [0o/60o]2s specimens 

the Felicity effect appears during the 4th loading step. Comparing the FR until 1100 MPa for both 

laminates, notably lower values can be observed for the [0o/30o]2s laminates. This indicates that 

the internal shear damage in this lay-up is linked to more brittle behavior and to fracture surfaces 
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being able to generate AE earlier than the matrix cracks in the [0o/60o]2s samples, having a more 

elastic response and smoother fracture surfaces. In the 0-1200 MPa loading step a significant 

decrease of the FR occurs for the [0o/30o]2s laminates, which reaches a value of 0.63. This 

corresponds to the formation of delaminations during the previous loading step, showing that the 

permanent damage caused by the delaminated layers is able to produce early AE activity. This is 

confirmed in the [0o/60o]2s laminates for which a significant decrease is shown at the last step, 

corresponding to the growth of delaminations. 

 

 
 

Fig. 6: AE activity versus the stress and the normalized time of the [0o/θ]2s laminates during the 

0-1200-0 MPa loading-unloading cycle [12]. 

 

 
 

Fig. 7: FR evolution versus the maximum stress of succeeding loading-unloading cycles for the 

[0o/θ]2s laminates [12]. 

 

Fig. 8 plots the calm ratio evolution versus the maximum stress of the consecutive cycles for both 

laminates. It is clear that an increasing tendency appears, related to the developing damage, leading 

to the release of more and more AE signals during unloading. However, a clear differentiation in 

the CR values between the two laminates can be observed due to the dissimilar multiaxiality. Even 

from the early loading cycle at 440 MPa, higher CR values are recorded for the shear dominated 

laminates. The shear debondings seem to generate friction not solely when the load increases, but 

also during the unloading stages. Contrarily, the fracture surfaces developed by the matrix cracks 

in the laminates with 60o off-axis layers seem to generate less AE activity when the load drops. In 

all cases, similarly to the FR evolution, sudden changes in the CR value are captured when severe 

damage in the form of delaminations occurs [12]. 
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Fig. 8: CR evolution versus the maximum stress of succeeding loading-unloading cycles for the 

[0o/θ]2s laminates [12]. 

 

 

4. Conclusions 

 

Two types of carbon/epoxy laminates, namely [0o/30o]2s and [0o/60o]2s, were tested during this 

experimental campaign. The laminates, characterized by dominant shear and transverse stresses 

respectively in their off-axis plies, were examined under quasi-static and incremental loading. AE 

was constantly applied with the aim to examine the potential of the method to indicate the 

dominant stress/strain component rather than just the appearing damage mode. It was concluded 

that certain AE features, such as the rise time, the average frequency, the Felicity ratio FR and the 

calm ratio CR can be used even from early loading stages for the discrimination between laminates 

with different stress components. This opens the way for acoustic emission to be used for the 

prediction of the upcoming response of polymer composites rather than just the post-damage 

assessment that has been mainly investigated so far in literature. 
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ABSTRACT 

 

Engineered wood product (EWP) offers an improvement in performance and mechanical 

properties over the use of sawn timber. This is mainly due to the fact that these products can 

eliminate defects such as knots, splits, etc.  The removal of these defects has been achieved through 

the development of the finger-joint technique. This technique makes it possible to merge boards 

together to produce the desired length or width, making it possible to manufacture, among other 

products, laminated beams of larger dimensions. Therefore, the evaluation of these joints in a 

laminated element is vital to ensure a quality final product, as they become the areas with the 

highest stress concentration. To this end, this work aims to carry out an evaluation of the 

mechanical behaviour of elements with and without finger-joints made of poplar monitored with 

acoustic emission and DIC, as well as to obtain parameters to predict the failure in the specimens 

with finger-joints. 

 

Keywords: Acoustic emission, timber, finger-joint, poplar, DIC, characterization.  

 

 

1. Introduction 

   

Timber is one of the most important materials used over the centuries withing the construction 

sector [1]. Due to the increasing demanding of timber, elements with special shapes and higher 

spans have become overwhelming. Finger-joints are currently used to produce engineered wood 

products (EWPs) like glued laminated timber (glulam) for different applications such as the 

construction sector, buildings, bridges, etc. Thanks to the finger-joint connection, it is possible to 

avoid some types of defects such as high grain deviation, knots, cracks, etc. In addition, the 

increasing demand of timber makes it highly necessary to use fast-growing species to supply the 

demand and avoid further pressures on natural forests. In this respect, poplar stands out as an ideal 

candidate. 
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Nowadays, the finger-joint technique is highly industrialized and its geometry and gluing process 

is standardized [2]. Several works have been carried out in order to parametrize both issues in 

order to achieve the higher strength as possible at the bonding between lamellas. According to 

Bustos [3], the applied end pressure is likewise a key parameter for the evaluation of a specimen’s 

ultimate tensile strength.  

The digital image correlation (DIC) has become a powerful tool to explore full-field displacements 

and strain measurements in the realm of experimental mechanics. DIC has proven to be an ideal 

tool for the study of material behaviour for a very different type of products [4]. 

However, these finger joints are key elements to ensure the quality of the final product, especially  

when they are subjected to tensile stress. Therefore, it is not only necessary to evaluate the 

mechanical strength but also the quality of the bonding and its possible deterioration over the 

lifetime of the element (overloading, unwanted moisture, etc.). 

In order to monitoring these critical points, acoustic emission (AE) is the ideal non-destructive 

method, as it allows a real time evaluation and can allows to discern between different failure 

mechanisms. However, there is few literature on the monitoring of finger joints using this 

technique. In Ayarkawa [5], a prediction of the ultimate tensile strength by means of the acoustic 

Emission technique is performed. However, the do not address the quality of the bonding.   

This work aims to evaluate the quality of bonding in specimens with and without finger-joint 

specimens that mechanically comply with current standards, as well as to establish future 

parameters that could allow the assessment of deterioration in a finger-joint before final failure. 

  

 

2. Materials and methods 
 

2.1 Poplar wood and adhesive  

For this work, 9-year-old-poplar timber of the cultivar I-214 (Populus X Euroamericana [Dode] 

Guinier) was used. It was extracted from a plantation located nearby the city of Granada, Spain. 

From the logs, boards of 2000 mm length and with a section of 35 x 75 mm were sawn and dried 

for 6 months in natural conditions ensuring a proper ventilation and avoiding direct exposure to 

the sun or rain. The final Moisture Content (MC) of the boards was 10±2%.  

 

2.2 Sample description and manufacturing of the finger-joints 

The 20 poplar specimens prepared to be subjected to tension in the grain direction were divided 

into two batches of 10 specimens each, one without finger-joints (TT) and another with finger-

joints (TF), respectively. Two samples were randomly selected from each batch to be monitored 

with acoustic emission and DIC. This work presents the results of one sample with and without 

finger-joint. All the specimens were sawn to a length of 586 mm, with a general cross-section of 

50 x 17 mm. In order to induce the failure in the central area of the specimen and to avoid breakage 

at the clamp areas, the width of the central part of the specimen was narrowed to 20 mm. This 

results in a mid cross-section of 20 x 17 mm with a length of 120 mm (Fig. 1).  

 

 
 

Fig. 1: Sample geometry description for specimens with (TF) and without finger-joints (TT). 

Dimensions in mm. 
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The finger-joints were manufactured using a standardized milling cutter. A mono-component 

polyurethane adhesive was used for the bonding. The adhesive was applied at 20±2°C and the 

moisture content of the wood was controlled during the whole process resulting in an average MC 

of 9.8±1.5%. The adhesive rate was of 250 g/m2 and the samples were conditioned before the test 

following the recommendations of the EN 408:2010 + A1:2012 standard. More details of the 

manufacturing process are given in [6]. 

 

2.3 Acoustic emission monitoring and data analysis 

A Vallen Systeme AMSY-6 equipment was used to acquire the AE signals. In order to have 

sensitivity within the frequency range between 25-500 kHz, multi-resonant VS45-H sensors were 

used. The sampling frequency for the waveforms recorded was established at 5 MHz with 4096 

samples per set (pre-trigger of 200 samples), resulting in a page length of 819,2 µs. Fig. 2 shows 

the AE sensors arrangement for all the samples, including the DIC monitoring area. In particular, 

two sensors were used for the analysis (Sensors 1 and 2) and two sensors were placed as guard 

sensors near the clamps areas to avoid undesirable signals coming from friction processes (Sensors 

3 and 4, respectively).  

 

 
 

Fig. 2: AE and DIC monitoring arrangement. Sensors 1 and 2 in red: analysis. Sensors 3 y 4 in 

blue: guard sensors. Dimensions in mm.  

 

Due to the heterogeneity of the wood and the geometry of the sample, for the analysis and 

evaluation of the AE, two considerations were taken: I) Only located events within Sensors 1 and 

2 were used for the analysis. II) Only the initial part of the signal was used in order to avoid 

distortion effects. For step I, the propagation velocity of the wave was measured using the distance 

between Sensors 1 and 2 and a PLB (Pencil Lead Break) with a 0.5 mm 2H lead as source. The 

propagation velocity was measured in both directions, resulting in average of 490 and 500 cm/ms 

for TT and TF samples, respectively. For step II, in order to establish the analysis window W0, the 

mean duration of all the located events was calculated, resulting the following window where the 

spectral energy was calculated, W0: [(-30)-300] µs. In this interval, the portion before the FTC 

(First Threshold Crossing) was used to obtain as far as possible the information of the real onset 

of the signal. According to previous works and the results observed in these tests, the spectral 

energy was calculated into the following frequency bands: 

 band 1 (B1): low frequencies [80-120] kHz, 

 band 2 (B2): medium frequencies [140-180] kHz. 

 

2.4 DIC monitoring 

For monitoring the strain field in the central portion of the specimens, a three-dimensional image 

correlation non-contact optical measurement system was used; the Aramis 3D® (GOM mbH, 

Braunschweig, Germany). The surface was cleaned, sanded and prepared with a black-on-white 

52



 

random speckle pattern and the DIC system was calibrated using the specific Aramis 3D 

calibration protocol. In order to obtain the longitudinal modulus of elasticity and the poisson ratio, 

different virtual extensometers were placed on the sample [6].  

The evolution of strains with respect to the load was obtained in a different way for the specimen 

with and without finger. The reason for this is that the specimen without a finger does not have a 

"artificial defect" in which the stresses are mainly concentrated, so the areas with the greatest 

damage can develop at different points of the specimen and in a superficial pattern (Fig. 3-left). 

However, for the finger specimens, the highest stresses are located at the tips of the fingers. 

Furthermore, each tip can develop slight individual variations in the strain field, making necessary 

to analyze them individually (Fig. 3-right).  

 

 
 

Fig. 3: DIC analysis areas. Left: Sample without finger-joint (TT). Right: Sample with finger-

joint (TF). 

 

2.5 Experimental test 

The tensile tests were performed in a multi-testing machine, with an electrical actuator with a 

maximum capacity of 200 kN from the company Microtest S.A. Company. The speed rate was 

established at 0.5 mm/s. To calculate the maximum tensile strength (ft,0), Eq.1 was followed: 

 

𝑓𝑡,0 =
𝐹𝑚𝑎𝑥

𝐴
                 (1) 

 

where Fmax is the maximum axial load and A is the cross-section at the mid-length. Fig. 4 shows 

the general arrangement of the tensile test. In order to calculate the modulus of elasticity 𝐸𝑡,0
𝑒𝑥𝑡.100, 

a virtual 100 mm long extensometer in the direction of the grain was placed at the geometrical 

center of the sample. Furthermore, a perpendicular to the grain direction virtual 20 mm long 

extensometer was placed at the center of the sample to calculate the poisson ratio (ν). 
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Fig. 4: Tensile test set-up with DIC and AE monitoring.  

 

 

3. Results 

 

3.1 Mechanical tests 

Table 1 shows the average values of the different mechanical properties measured for the 10 

specimens of each type (with and without fingers). The mechanical results are presented in more 

detail in [6]. It can be seen that the presence of the finger reduces the tensile strength along the 

grain direction by 28% and the longitudinal modulus of elasticity by 15%. However, it is important 

to note that the tensile strength values achieved for the specimens with finger (TF) exceed the 

maximum value of 29.3 MPa required by the UNE-EN 14080:2013 standard for glued laminated 

timber elements [2]. 

 

Table 1: Mean values of poisson ratio (ν), tensile strength parallel to the grain (ft,0), density (ρ) 

and mean longitudinal modulus of elasticity (𝐸𝑡,0
𝑒𝑥𝑡.100). 

 

SPECIMEN NAME ν ft,0 (Mpa) ρ (kg/m3) 𝑬𝒕,𝟎
𝒆𝒙𝒕.𝟏𝟎𝟎(MPa) 

TT 0.40 51.0 385 8495 

TF 0.40 37.0 375 7256 

Variation of TF 

respect to TT (%) 
0.0 -27.5 -2.6 -14.6 

 

 

3.2 Digital image correlation 

Fig. 5 shows the results of the monitoring using the DIC technique for the two specimens 

monitored with acoustic emission. In order to be able to correlate both techniques, the DIC images 

have been divided every 10% of the maximum failure load, thus evaluating the evolution of the 

strains in the direction of the fiber throughout each test.  

 

DIC 

S1 

S3 

S2 

S4 

Equipment 

Clamps 

Clamps 
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As can be seen in Fig. 5, in the case of the specimen without finger (TT), from 50% of the 

maximum failure load, a concentration of strain begins to be observed around -50 mm (Area 2). 

The strain pattern remains similar until 80% of the maximum load, where a new concentration of 

strain appears at 50 mm (Area 1), asymmetrically to that generated at 50%. This fact is mainly 

associated with fiber deviation, which, though it is lower in poplar compared with other species, 

is a key defect during a tensile test. From 90%, high strains are observed distributed throughout 

the central zone, where the final failure occurs, with the initial points of failure corresponding to 

Areas 1 and 2 of the analysis. Fig. 6 shows an image of the failure of the TT specimen. 

 

 
 

Fig. 5: DIC images of the samples without (TT) and with (TF) samples every 10% of the 

maximum load. Dimensions in mm. 

 

Regarding the specimen with fingers (Fig. 5-right), as mentioned in Section 2.3, the highest strain 

concentration occurs in the area of the finger-joint. From 40% of the maximum load, a 

concentration of strain begins to be observed in the lower part of the fingers (P7). Between 50% 

and 60%, this strain concentration extends over a large part of the finger tips, with all the tips 

having high strain concentrations from 70% onwards, as well as the appearance of areas outside 

the finger with high longitudinal strains. From 90% onwards, the strains extend over the whole of 

the central area. As it can be seen in Fig. 6-right, the final failure occurs at the finger, mainly in 

the wood, although the crack passes through one of the fingers, producing a second-order an 

adhesive failure. 

55



 

 
 

Fig. 6: Image of the failure pattern of the samples. Left: without finger (TT). Right: with finger 

(TF). 

 

3.3 Acoustic emission and longitudinal strain correlation 

Fig. 7 and 8 represent the mean longitudinal strain and acoustic emission results for the specimen 

without fingers (TT), respectively. In the case of Fig. 8, the results are represented only for the 

events located between Sensors 1 and 2. As it can be seen, no AE signals were recorded up to 30% 

of the maximum failure load, when point variations in the strains of Area 2 are registered. Around 

50%-60%, high fluctuations are observed in the Area 2 strains (Fig. 7), which are corroborated by 

the DIC images in Fig. 5. Between these percentages, a significant increase in the cumulative 

energy can be observed (Fig. 8-top-left), just when a noticeable change in the trend of the curve 

for signals whose maximum frequency is lower than 130 kHz (low frequencies), as shown in Fig. 

5 (DIC images). Between 70%-80% there is a noticeable increase in the strain concentration, with 

high concentrations appearing in Area 1. This is corroborated by both the longitudinal mean strains 

(Fig. 7) and the change in trend observed for the located cumulative AE events (Fig. 8-top-right) 

as well as the changes of the cumulative RMS curves for both frequency bands (B1 and B2). In 

addition, it is important to note that signals with a maximum frequency higher than 130 kHz begin 

to be slightly recorded. Around 90%, the number of these signals increases, which could be an 

indicator that signals medium-high frequencies (>130 kHz) are produced by mechanisms close to 

material failure, such as fiber breakage. 

 

 
 

Fig. 7: Average longitudinal strain for the two areas analysed for the sample without finger (TT).  
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Fig. 8: Acoustic emission results for the sample without finger (TT). Top-left: cumulative energy 

for the located events. Top-right: cumulative located events. Bottom-left: cumulative maximum 

frequency. Bottom-right: cumulative RMS for band 1 and 2.  

 

The longitudinal strain and acoustic emission results of the finger-joint (TF) specimen are 

presented in Fig. 9 and 10, respectively. In this case, the most representative finger-joint points are 

presented in Fig. 9. In general terms, AE signals start to be recorded from 40% of the maximum 

failure load, when the DIC images (Fig. 5-right) start to show a concentration of strain at the finger 

tips. At P14 in Fig. 9, a change of trend is observed from this value. Between 50% and 60% higher 

strain concentrations were observed in some tips, a fact that is observed at P4, with a small 

horizontal phase in this range. This fact is clearly observed in the cumulative AE energy. Similarly, 

from this percentage it is observed that signals whose maximum frequency is higher than 130 kHz 

start to increase, much earlier than in the specimen without finger. This may be an indicator that 

in the finger, the failure mechanisms, fibre breakage, are generated earlier than in the sample 

without finger-joint.  

The next change in the strain pattern occurs at around 70% of the maximum failure load, which is 

observed both at points P3 and P12. This result can be observed in all the AE plots, with an increase 

in the cumulative energy: a change of the curve trend in the located events, a noticeable increase 

in the signals with a frequency higher than 130 kHz, and an increase in the cumulative RMS of the 

low-frequency band B1. 

Finally, at around 90% of the failure, when the high strains extend to the whole central area of the 

specimen, a change in behaviour is observed again at points P3 and P12. As for the AE results, 

there is a notable increase for the cumulative energy as well as for the signals with a frequency 

greater than 130 kHz and a remarkable change in the cumulative RMS of the B1 band. 

 

        
 

Fig. 9: Average longitudinal strain for the two areas analysed for the sample with finger (TF).  
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Fig. 10: Acoustic emission results for the sample with finger (TF). Top-left: cumulative energy 

for the located events. Top-right: cumulative located events. Bottom-left: cumulative maximum 

frequency. Bottom-right: cumulative RMS for band 1 and 2.  
 

 

4. Conclusions 

 

In this work, tensile tests have been carried out comparing specimens with and without finger, in 

order to evaluate their mechanical suitability as well as the quality of the fingers bonding. Two 

monitoring techniques have been used, digital image correlation and acoustic emission. It has been 

observed that the cumulative energy of the events located between the analysis sensors provides 

important information on the damage processes. It has also been observed that in the specimen 

with finger-joints, a high number of signals with a maximum frequency greater than 130 kHz are 

recorded. This may be due to the fact that in these finger-joints, a greater number of fiber breaks 

occur between the fingers. 
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ABSTRACT  

 

Acoustic emission monitoring took place in a long-term test in a coal fired power plant in Germany 

for 4 years. The test object was a steel pipe with a ceramic matrix composite (CMC) jacket, which 

was installed in a bypass of a live steam line. The peak operating temperature was approx. 530 °C. 

The aim of the AE monitoring was to investigate damage evolution in the CMC jacket.  

The test pipe was removed from the power plant in 2021. Due to several reasons, the jacket did 

not experience high loads during operation and therefore information about damage mechanisms 

in the AE data is rare. However, a lot could be learned from this project concerning long term 

stability of the equipment in rough environment, data storage and filtering and about sensor long 

term coupling of AE sensors at high temperatures.  

The high temperature AE sensors were applied directly onto the surface of the steel pipe and the 

CMC jacket using a ceramic glue. Additionally, the sensors were held by stainless steel bands 

which were acoustically decoupled by mineral wool. The application of the sensors took place at 

a temperature of about 30 °C. It was not possible to check on the quality of the coupling during 

operation as the whole pipe was covered by insulation, including all sensors. Also, the sensors did 

not allow pulsing as test for the coupling quality. Effects like thermal expansion of sensors, CMC 

jacket and ceramic glue had to be considered. Additionally, the power plant adepts its electrical 

output to the demands by flexible operation. This leads to cyclic changes in temperature and a 

high amount of heating and cooling cycles, which affects the coupling condition of the AE sensors.  

During dismantling of the test pipe from the power plant, a visual inspection of the sensor coupling 

was possible. The condition of the sensor coupling was documented before and after the sensors 

were removed. Pencil lead breaks were performed to quantify the quality of coupling as well. It 

could be shown that long term coupling of AE sensors is possible even in high temperature 

environment combined with cyclic temperature changes.  

 

Keywords: Acoustic emission, coupling, high temperature, ceramic matrix composite. 

 

 

1. Introduction  

 

Acoustic emission (AE) monitoring takes place to identify damages in components under load at 

an early stage to prevent catastrophic failure of safety relevant components. Early damages like 

micro cracks can be detected with AE sensors and activity and intensity of acoustic events may 

indicate damage progression. The technique is used since the 1970s and gains in importance as 

safety margins of components are reduced or components reach their end-of-life [1]. AE 
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monitoring is used for power plant components in fossil-fueled plants [2] and nuclear power plants 

[3]. In civil engineering AE monitoring is important for bridges and masonry structures [4, 5].  

Momon et. al were able to classify AE data in fatigue tests at CMC at high temperatures and link 

them to damage mechanisms [6].   

As the applications for AE monitoring increase in size, the challenge of long-term coupling of AE 

sensors also rises. There are guides to mount sensors for standard AE applications and in the 

laboratory [7, 8]. However, long-term coupling of sensors and coupling under difficult 

environmental conditions is still a field of research [9, 10].  

This paper deals with AE monitoring of a material compound of a steel liner with a ceramic matrix 

composite (CMC) jacket for high temperature applications. Layered designs with fiber reinforced 

materials for pressure devices are used in aerospace since the 1940s. The aim of such material 

compounds it to combine the advantages of different materials and equalize their weaknesses.  

The CMC-jacket in the material compound for high temperatures will reduce the creep strain 

compared to a full metal pipe. This offers the opportunity to use pipes with reduced wall 

thicknesses which are favorable for the nowadays more dynamic operation of fired power plants. 

Furthermore, the CMC could be used to reinforce existing pipes to increase their lifetime.  

Fig. 1 shows the principal layout of the material compound used for the full-scale test. The steel 

liner guaranties tightness, deformability and corrosion resistance. The CMC-jacket supports the 

liner and offers creep resistance. The liner is coated with a ceramic coating, which protects against 

corrosion and improves the friction properties in the interface. The ceramic felt is used to 

compensate for different coefficients of thermal expansion of steel and CMC during manufacturing 

and operation and to allow a homogeneous load transfer. The materials and the overall project are 

described more in detail in [11] and [12].  

 

 

Fig. 1: Material compound used for a full-scale test in a coal-fired power plant 

 

2. Full-scale test 

 

Acoustic emission monitoring took place in a full-scale test of a CMC-jacketed pipe bend in a 

German coal fired power plant, the Grosskraftwerk Mannheim (GKM). The aim of the project was 

to show that the life time of components could be increased by jacketing a steel pipe with a ceramic 

matrix composite. For the full-scale test, a pipe bend (outer diameter 324 mm) with reduced wall 
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thickness was fabricated. After the manufacturing of this steel liner , a ceramic coating and a 

ceramic felt were applied before the CMC was wound around the liner  from prepregs. Afterwards 

he CMC was pyrolyzed to gain full strength. The temperature of the pyrolysis was limited by the 

maximum annealing temperature for the steel liner and was set to 750°C.  

After the pyrolysis the pipe bend was shipped to GKM and installed as bypass to a live steam pipe 

in the power plant. End of August 2018 the full-scale test went into operation. The full-scale test 

took place until September of 2021.  

  

2.1. Installation and instrumentation 

The pipe bend was installed in the power plant and different types of sensors were applied to 

monitor the liner and the jacket with regard to creep strain. Additionally, the temperature of the 

component was measured at different locations using thermocouples. Fig. 2 left shows the installed 

pipe bend in the GKM before insulation. The sensor positions are shown in Fig. 2 on the right.  

 

 

Fig. 2: left: pipe bend installed in GKM, right: scheme of instrumentation. 

 

2.1.1. Strain monitoring of the liner and integrity monitoring of the jacket 

The main damage mechanism for steel piping under temperature and pressure loading is creep. 

During creep the microstructure of the steel undergoes characteristic changes and the material 

experiences strain. To measure the creep strain of the liner, high temperature strain gauges are 

applied to the liner in tangential and axial direction (blue and red dots in Fig. 2 right) below the 

CMC jacket. To monitor the integrity of the  the CMC jacket, small diameter high temperature 

resistant wires were wound in the jacket during the winding process. The change in the resistance 

of the wires is linked to the change in global strain state of the CMC jacket, whereby a failure of 

a resistance wire indicates a failure of the jacket. The entire jacket is monitored by resistance wire 

as marked in Fig. 2 with green lines.  

 

2.1.2. AE monitoring 

AE monitoring was used with the aim to detect fiber breakage and crack initiation and growth  in 

the CMC jacket, which would cause acoustic emissions. Six AE sensors were placed on the pipe 

bend, four on the jacket and two on the liner as reference in Fig. 2 right. Common AE sensors 

work in temperature ranges up to about 200 °C. The operating temperature of the live steam line 

is about 530°C and only one type of AE sensors was suitable for this application. The sensor D9215 

from Mistras is operating up to 540 °C and was used for the full-scale test. In general, high 

temperature AE measurements in power plants are done by applying wave guides to the surface. 

The waveguides usually are welded to the surface. This is not possible on CMC and the 
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waveguides could only be attached by glue. High temperature resistant glues are ceramic based 

and brittle and the connection will get lost in the presence of mechanical loading of the connection 

between waveguide an glue. At the same time, the waveguide itself is a great lever and is very 

likely to apply stresses on the connection. Thus, for the full-scale test the high temperature resistant 

AE sensors were applied directly to the surface. As can be seen in the following, this presented  

enough challenges.  

The coupling of the sensors was a main issue and is discussed in the next section. According to 

the preliminary investigations a ceramic glue was used, which worked with water as binder. The 

CMC surface was oxidized with a heat gun in the spots, where the sensors would be placed. After 

that the glue was applied and the sensor was attached. To secure the sensors in case of vibrations 

or other external disturbances, a small housing from austenitic steel was put over the sensor and 

fixed with austenitic steel bands. Mineral wool that is used during insulation of the pipe bend, was 

used for the acoustic decoupling of sensor and housing. A photo of the setup is shown in Fig. 3 for 

the mounting on jacket (left) and liner (right). The sensor locations are shown in Fig. 2 right. The 

sensors on the liner were applied on the small diameter connection pipes to the live steam line . 

The mounting concept did not work on the conical parts of the pipe and the non-jacketed straight 

part of the big diameter pipe was needed for the other instrumentations.  

 

 

Fig. 3: AE sensors and housing mounted on jacket (left) and liner (right) 

 

After installation pencil lead breaks were done at all sensor locations. The CMC does damp the 

acoustic energy very fast and a pencil lead break on the CMC in general is just recorded at the 

sensor nearby. Thus, a 2D- or 3D-localization of sound sources is not possible with the used sensor 

configuration. This would require a much higher sensor coverage of the material which is a matter 

of costs, as the high temperature resistant AE sensors are quite expensive.  

After installation of the sensors, the pipe bend was insulated. Thus, the sensors are not accessible 

during the full-scale test before deinstallation.  

In Fig. 4 the AE data from the first 30 days of operation are shown as example for the whole full-

scale test. Additionally, the operating temperature and pressure are added in the plots, as both 

affect the AE activity. The sensors on the liner (top image in Fig. 4) act very sensitive to changes 

in both pressure and temperature. Furthermore, a higher activity is observed in times of complete 

cool down. The opening and closing of the valves  between pipe bend and live steam line also 

generates characteristic signal patterns on the liner.  
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The AE activity of the jacket is high in the first two days of the full-scale test and then returns to 

a steady level. Changes in pressure and temperature also are visible in the AE data on the liner. 

Temperature changes in the live steam line lead to lateral movements of the whole piping system 

due to thermal expansion of all components. This leads to numerous possible acoustic sources. 

Plant operation also causes noise signals, e.g. operation of coal mills and turbines. However, 

progressive damage of the jacket would lead to significant increase of activity and intensity of AE 

signals. This could not be observed during the whole operation time of the full-scale test.  

 

 

 

Fig. 4: AE signals recorded during the first 30 days of operation of the full-scale test. top: sensor 

1 and sensor 6 on the liner, bottom: sensor 2 - sensor 5 on the jacket. 
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3. Application of AE Sensors 

 

The coupling of the AE sensors was a big topic during the planning of the full-scale test. Several 

sensors should be placed on the CMC jacket. The coupling should be permanent for at least 3 years 

and durable during a high amount of cooling and heating cycles. The permanent cooling and 

heating cause additional stress in the bonding area, as the sensor, the glue and the CMC all have 

different thermal expansions.  

 

3.1. Finding the right glue 

The first step was to identify a sufficient glue for temperatures up to 530°C. All glues known to 

the authors that work in this temperature range are ceramic. However, ceramic is brittle and may 

break and lose connection during the start- and stop-cycles of the power plant. Different glues 

were tested in an oven. Therefore, metallic plates were glued onto the surface of a CMC-plate from 

the same material that later was  used for the full-scale test. The metallic plates were from a alloy 

similar to the casing of the AE sensors to consider the different thermal expansion of CMC and 

metal. In Fig. 5 the plates are shown before and after 100 hours in the oven at 530°C. 

Unfortunately, only one metal plate was still attached after hardening of the glues but also  

loosened after 100 hours in the oven. Further investigations lead to the assumption, that the 

oxidation of the CMC, which takes place during the first heating and changes the CMC’s color 

from black to white as excess carbon leaves the CMC, affects the bond. Thus, the surface should 

be oxidized before attaching the sensors.  

 

 
 

 

Fig. 5: top: Photo of metal plates glued to CMC before test in the oven; bottom: photo of metal 

plates glued to the CMC after test in the oven 

 

3.2. Oxidizing of CMC  
In the tests in the oven, it turned out that the glues adhere to the oxidized surface better than to the 

not oxidized surface. The surface of the later test pipe for the full-scale test was not oxidized. Thus, 

the spots where the sensors were  attached had to be oxidized before installation of sensors.  

Different tests took place to investigate the necessary oxidation time with a common heat gun (see 

setup in Fig. 6). It turned out that a suitable oxidation is reached if a whitening of the surface is 

visible after about 10 minutes. In the same approach two different glues could be identified, that 

seemed suitable for the full-scale test.  
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Fig. 6: top: setup for oxidisation tests: heat gun, temperature and time measurement; bottom: 

applied sensors to spots with different stages of oxidisation before oven. 

 

4. Coupling of AE sensors after test 

 

During the full-scale test, there was no possibility to check the sensor coupling. The pipe bend was 

fully insulated and it was not possible to remove the insulation even partially as long as the full-

scale test was running. The sensors under the insulation were not visible or accessible from the 

outside. The sensors could not be used to actively send ultrasonic pulses, thus, it was not possible 

to use one sensor and catch the signal with the other sensors to check the coupling. Additionally, 

the high sound attenuation of the CMC would have impeded this approach further.  

Thus, the performance of the sensors during the full-scale test was the only indication of the 

coupling condition of each sensor. Sensor 4 and 5 only delivered few data after the first months of 

the full-scale test, thus it seems as if the coupling was reduced. However, the proof only could be 

made after deinstallation.  

During deinstallation, first the insulation was removed. After that the sensors were inspected 

carefully to detect any possible damage. Here, no indications for failed coupling were visible. After 

the inspection, pencil lead breaks were performed at all sensor locations.  
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Table 1: Pencil lead breaks before and after long-term test. 

 Sensor 1 Sensor 2 Sensor 3 Sensor 4 Sensor 5 Sensor 6 

Amplitude before test (dB) 67.5 65.5 74.0 66.7 64.9 63.6 

Standard deviation (dB) 4.6 3.3 0.0 3.2 5.2 4.0 

Amplitude after test (dB) 61.1 66.2 67.3 64.3 49.6 52.8 

Standard deviation (dB) 1.7 1.8 0.9 5.9 2.3 4.8 

Difference (dB) 6.4 -0.7 6.7 2.5 15.3 10.8 

 

The results of the pencil lead breaks before and after the tests are shown in Table 1. The mean 

amplitude from 4 pencil lead breaks and the standard deviation and the differences between both 

are listed. Four of the six sensors showed a significant drop in recorded amplitudes. The highest 

difference of 15.3 dB was recorded at sensor 5, which was located on the vertical part of the pipe 

on the jacket. Sensor 6, which was positioned on the vertical pipe on the steel liner, also lost about 

10.8 dB in amplitude. Sensor 3 on the extrados delivered the highest amplitudes before the test, 

with all amplitude results in saturation (74 dB). The amplitudes still are highest, but a decrease of 

6.7 dB is seen. Sensor 2 shows even an increase in amplitude after the test, but with regard to the 

standard deviation of the mean, the amplitudes before and after the test have to be considered 

equal.  

 

   
Sensor 1: thin cracks visible 

in glue surface 

Sensor 2: No visible cracks in 

glue surface 

Sensor 3: No visible cracks in 

glue surface 

   
Sensor 4: Some air inclusions 

in glue, cracks in glue 

Sensor 5: Glue material 

missing, no visible cracks in 

glue surface 

Sensor 6: glue material 

missing, cracks in glue 

Fig. 7: Glue spots after deinstallation of sensors 

 

The glue spots on the pipe were documented in photos during the deinstallation of the monitoring 

technique (Fig. 7). Some of the sensors went loose directly after the austenitic bands and houses 

were removed. It could not be estimated if the sensors loosened during the deinstallation or earlier 

during the test. Some of the sensors were still attached to the surface after removing of the housing. 

The glue surfaces of sensor 1 looked smooth, but shows thin cracks at a closer look. Sensor 2 and 

66



 

3 did not develop cracks in the glue and the surface was smooth. Sensor 4 showes large cracks in 

the glue. At the positions of sensors 5 and 6, glue material stuck to the sensor face. Sensor 6 showed 

also big cracks in the glue. As can be seen, glue surface and pencil lead break amplitude do not 

correlate.  

 

 

5. Conclusions 

 

AE monitoring was applied during a full-scale test at a CMC-jacketed steel pipe in a coal fired 

power plant in Germany. High-temperature resistant AE sensors were used as the operating 

temperature of the pipe was about 530 °C.  

Coupling of the sensors for three years of operation and no possibility to even check the coupling 

in between, demanded proper preparation of the test setup. Different glues were tested on the 

oxidized and non-oxidized surface of CMC and finally a ceramic glue was chosen. The glue 

required mixing a powder with water and could be handled well under the conditions in the power 

plant.  

Additionally, test took place to investigate the necessary effort to oxidize the bonding areas before 

application of the sensors. It could be shown that a common heat gun can be used to oxidize the 

surface locally within a certain amount of time. This improves the bonding between sensor and 

material significantly.  

A setup with small housings around the sensors, that were attached to the pipe with austenitic 

metal bands, was realized, to prevent the sensors from falling of in case of loss of adhesion. This 

proved sensitive for this application and worked quite well.  

All AE sensors recorded signals continuously during the full-scale test despite permanent 

vibrations and high-temperature load. After removal of the insulation, the AE sensors were 

inspected and the bonding was visible good for all sensors. Pencil lead breaks before and after the 

tests revealed significant decrease in sensitivity at some locations, others were as good as before 

the test.  

Thus, the sensor coupling was sufficient for the full-scale test and the extended investigations 

concerning coupling proved successful. It could be shown, that it is possible to apply AE sensors 

for longer times even in rough environments. The analysis of the big amount of data collected 

during the full-scale test is topic for other publications.  
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ABSTRACT 

 

Acoustic emission monitoring (AEM) is a method for verifying the structural integrity of heavily 

stressed parts or key components while the plant is in operation. The condition of the monitored 

component can be determined by repeated short- or continuous long-term AEM. The selection of 

damage-relevant measurement data and the resulting evaluation serves to determine the actual 

condition of the test object. 

Unlike for conventional acoustic emission testing, no shutdown of the plant is required for the 

measurements. The results can then be used as a quality assurance measure according to 

maintenance requirements of the owner/operator or as a supplement to the testing and inspection 

program. This contribution describes the general monitoring concept developed and established 

by the TÜV AUSTRIA Group as well as two selected industrial use cases. 

  

Keywords: Acoustic emission, online monitoring, digitalization, industry 4.0. 

 

 

1. Introduction 

 

A reliable monitoring system can be helpful in terms of safety and economic aspects, such as to 

operate the plant at operating conditions optimized for the service life or optimization of 

maintenance intervals. Built-in warnings and alarm criteria can be used to take appropriate actions 

to prevent plant damage and subsequent total plant failure. For this purpose, specially developed 

monitoring equipment and an automated data analysis processes are used to measure and to 

evaluate the actual condition of the monitoring object. For the condition evaluation a well-

established procedure from the conventional acoustic emission testing, the cluster evaluation factor 

(CEF) developed by the TÜV AUSTRIA Group on basis of European standardisation, was 

extended to monitoring applications.  

In order to meet the requirements of customers from oil and gas industry or from power generation 

industry, the hardware for monitoring on hot and cold surfaces as well as software for the 

transmission, storage and evaluation of the acoustic emission data were developed. In addition, 

intrinsically safe monitoring components were purchased and tested, enabling AEM in hazardous 

areas. Automated online data management allows the data to be processed in real time and to be 

visualized on a graphical web application (dashboard). In Fig. 1 an overview of the general 

measurement infrastructure of TÜV AUSTRIA Group is shown. 

69

mailto:heribert.marihart@tuv.at
mailto:mikhail.prokofyev@tuv.at
mailto:gerald.lackner@tuv.at
mailto:heribert.marihart@


 

 
 

Fig. 1: Flow diagram of the general AE-monitoring concept of the TÜV AUSTRIA Group. 

 

 

2. Operation 
 

2.1 Monitoring Hardware 

A wide range of pressure equipment is used in industry, with a variety of operating conditions. 

This can range from high temperatures, high pressures, large volume flows or even corrosive, 

explosive, or chemically reactive operating media.  

Therefore, it is helpful to have a decision guideline which sensor could be used. The following 

matrix of operating temperature and operating zone has been created for all available sensors (see 

Fig. 2). 

 

 
 

Fig. 2: Application matrix: hazardous area/ temperature. 

 

According to the required acoustic emission monitoring and the monitored object, the temperature 

range has to be determined, and the potential sensor type has to be selected depending on the 

operating zone. 

Furthermore, a special magnetic sensor holder (see Fig. 3) with the option of a waveguide device 

was developed for application on hot surfaces. The construction is adaptable for different sensor 

sizes and can also be applied as a waveguide with the use of a special heat-resistant material, which 

allows temperatures up to 450°C. The inhouse build construction can also be applied for curved 

surfaces. For curved surfaces, the number of magnets can be varied from 4 to 2 and pressed directly 

onto the material with metal strips. 
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Fig. 3: Magnetic holder and waveguide device. 

 

A graphite paste (PRO 533 GP graphite paste) is used as a coupling agent for high temperatures 

up to +450°C and a thermal conductive paste (Thermal Grizzly Hydronaut) for low temperatures. 

A number of laboratory tests with the Hsu-Nielsen source showed only 5 dB lower amplitude at 

the verification of the sensitivity of the waveguide device as the direct mounted sensor and also 

20 dB higher amplitude as the older waveguide design. 

Another important point is the supply of the operating parameters such as pressure and 

temperature. In our example of a digester, the input signal was mA and recorded as an output 

signal in V in the AMSY-6 by means of galvanic isolation. The recorded pressure and temperature 

are also used as condition monitoring. In the second example, the reactor, the input signal was 

intrinsically safe input (Ex-i) (mA) and again recorded in the AMSY-6 as output signal Ex i in mA 

by means of galvanic isolation. 

The entire hardware for acoustic emission monitoring is situated in a so-called monitoring box 

(see Fig. 4). Two different sizes of those boxes have been designed for such purpose. The larger 

one is designed for long-term use and for hazardous areas. It is also equipped with a weather 

station. The smaller one is designed for shorter monitoring projects, is mobile and can also be 

transported in an airplane. 

 

 
 

Fig. 4: Magnetic holder and waveguide device. 
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Both monitoring boxes are equipped with a rack system. An AMSY-6 as a 19" rack version from 

the company Vallen (MR19-V1) is installed. 

A commercially available notebook serves as the measuring computer, which is used to record and 

handle the recorded data. It is also used to automatize the processes for data recording. But it can 

also be used for data transfer and remote maintenance. 

A line filter was also integrated into the Monitoring Box, which is used to filter out disturbances 

from the power grid. 

A unit supply power (USP) is able to back up the power supply for about 30 minutes and thus 

ensure a controlled shutdown of the measuring system.  

The internet connection is established via a WLAN router with 2 SIM card slots and is connected 

to the PC with a network cable for security reasons. 

 

2.2 Monitoring Software 

The main function of the measurement computer and Vallens AMSY-6 on-site is to collect and to 

merge the AE-data with the operating parameter (pressure, temperature, volumetric flow rate…) 

in the measuring system. Subsequently with the Vallen VisualAE it is possible to carry out on-site 

calculations, like the CEF. The calculation of the CEF value is happening in real time via an 

Embedded Code Processor (ECP). 

A new development of Vallen, which was established by us is the dashboard uploader. With this 

feature it is possible to extract selected data (amplitude, duration, risetime, CEF…) and send it to 

the Vallen dashboard. The dashboard is a graphic online application, which makes it possible to 

view the selected data from the dashboard uploader in real time. For the technician who is 

monitoring the structure it is easier to see the long-term changes in the parameters during the 

measurement period and also to react fast to sudden changes in the data. It is also possible to give 

the customer an access to dashboard, where he can view the data presented in the graphs designed 

by the technician with a view to the customer requirements. 

To establish a high grade of measurement process automatization the “Automation Manager” from 

Vallen is used. For a better comparison 24h measurements are saved with previously configured 

data acquisition and visualisation files. With the “Auto Pulsing” function the measuring chain is 

checked at certain intervals. If a previously defined deviation of AE parameters occurs, an alarm 

should be sent as a result. Similarly, previously set limits of the acoustic emission results can 

trigger alarms. 

During the monitoring period a large amount of data is accumulated. For an automated data 

management, a backup software in cooperation with TÜV AUSTRIA Data Analytics was 

developed. This program automates the backup of the data every 24h on a TÜV-server. Which 

makes is easier to be viewed and analyzed by the responsible technician.  

For the maintenance, it is possible to access the measurement computer on-site with a secured 

connection remote over TeamViewer. Which is considerably reducing the on-site time for the 

technician.  

 

 

3. Examples of industrial applications 

 

3.1 Pulp digester in the paper mill 

The test object was a large pulp digester in a paper factory. The subject was the monitoring of a 

circumferential weld after repair welding of cracks. The aim was to monitor this area. The 

operating temperature was around +150°C and the pressure range was 4-10 bar. 

For the monitoring, sensors VS160-NS with an extended temperature range of -50°C up to +180°C 

were mounted directly to the hot surface with magnetic holders by Vallen. The preamplifiers 

AEP3, also from Vallen, were clamped onto the insulation. Monitoring was carried out 

periodically for 3 days in 3 weeks cycles. 
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3.2 Tubular reactor in plastics industry 

The test object was a more than 1000-meter-long tubular reactor from the plastics industry. The 

aim was to monitor possible cracks in individual pipe sections, such as pipe bends or straight pipe 

sections. The reactor itself is located in its own concrete shell and is in hazardous zone-II. The 

operating parameters are, working pressures of up to 3000 bar and surface temperatures of up to 

+180°C. 

Long-term monitoring of over 1.5 years was chosen for this monitoring. The sensors used were 

the VS150-BD-V01 from Vallen, a hazardous version with an extended temperature range up to 

+180°C. The sensors were mounted with the magnetic holder developed in-house and a mounting 

device for curved surfaces. The AEP3N-BD-V01 served as preamplifier for this measuring chain. 

The preamplifiers were located outside of the hazardous zone. Connected to the sensor by a special 

AE-cable for a temperature range up to 200°C and lengths up to 80m. 

 

 

4. Results and Reporting 

 

During the measurement period large quantity of data is accumulated. The goal is to reduce the 

time needed for the evaluation of the monitoring data, or even to make a conclusion about the 

status of the monitored component in real time. For this we extended the cluster evaluation factor 

(CEF) developed by the TÜV AUSTRIA Group that is well-known tool in the classic acoustic 

emission testing [1,2].  Based on the numerous experiences from previous measurements during 

pressure testing, we are using the CEF to get a quick overview of the status of the monitored 

structure.  

With the combination of the CEF and the parametric data it is possible to see the response of the 

monitored structure to the conditions of operation. The reports on the condition of the structure 

are made for every 24h (see Fig.5). The cluster evaluation factor is applied for on-line evaluation 

of located events. The calculation of the CEF in real time makes it possible to reduce the data of 

amplitude, energy, duration, and event rate to a single number. The evaluation range of CEF starts 

from 0 (no located events = 0 severity) up to 4 (very high severity).  

Also, in regard of reporting, this system is very easy for the understanding of the customer of a 

complicated topic and a user-friendly color-coded system can be presented. The CEF can be 

viewed by the costumer in real time on the dashboard surface.  

 

 
 

Fig. 5: Development of the Cluster Evaluation Factor (CEF) over the measurement period, 

reaction of the component to the operating conditions. 
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Beside the CEF, which is the overall response of the monitored structure during the monitoring 

period we are using the location of the AE-signals to show the local response of the component. 

The localisation of events in the period of 24h on the weld of a digester from the paper industry is 

shown in Fig. 6. The 24h period of measurement makes it possible to compare the accumulation 

of the events regarding their location and quantity. In the case of monitoring of the digester the 

positions of the cluster were also compared to the measurements from a PAUT Ultrasonic Testing. 

Besides the data which can be viewed by the customer in real time, reports are presented to the 

customer at regular intervals. Which summarize the results of the measurement for the monitoring 

period and an evaluation of the status of the monitored structure in the measurement period. Also, 

a recommendation how to proceed further with the monitoring is given, for example the frequency 

of measurements for short term AEM. 

 

 
Fig. 6: Localization of the events during a 24h measurement period on the circumferential weld 

of a digester. 

 

 

5. Conclusions 

 

The concept developed by TÜV Austria Group was successfully used for several monitoring 

projects: short- or continuous long-term. Due to its flexibility, it offers a variety of options for 

adapting and using it on different objects and in different environments. A wide temperature range 

can be covered up to +450°C using an in house developed waveguide. The application in hazardous 

area (Ex), using the appropriate components, could also be carried out successfully. Due to the 

high degree of automation of the measurement and the data stream management, the system also 

offers significant savings in man-hours. By establishing the well-known concept of CEF for 

monitoring application, a real-time evaluation of the condition of the object could also be used 

successfully. An online presentation of the measurement data through the graphical interface of 

the dashboard provides the customer and the responsible technician with the possibility to view 

the data in real time. 
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ABSTRACT 

 

Buried pipelines transporting gas and oil are influenced by surrounding soil during long time 

service. In many cases they are locally deformed by soil movement, especially by hard stones. 

External local pressure makes limited deformation of original shape of pipe diameter in time. 

Those types of local deformations are known as a dents. At those areas, the insulation layer is 

usually damaged and small defects (like cracks) are created in dents. Colonies of small stress 

corrosion cracks are observed. In this contribution, the evaluation of typical dents is investigated 

by hydraulic pressure tests, including the fatigue tests. Acoustic emission was used to detect the 

behaviour of dent in pipe section until the limit state. AE monitoring during pressure tests gave 

very clear answer of defect activity vs. loading pressure. Parallel to this monitoring, another NDT 

method, MMM was used with promising results.  

 

Keywords: Pipeline, pressure vessel, dent, NDT testing, pressure test. 

 

 

1. Introduction 

   

During the internal inspection (pigging) made on gas pipe DN1000, spirally welded, the dent was 

discovered and its position was localized. From this pipeline, the pipe section containing the dent 

was cut out for detailed investigation by hydraulic pressure test.  

Acoustic emission method was used to monitor the behaviour of dent with stress corrosion cracks. 

In Fig. 1, there is a pipe section prepared for pressure test. On Fig. 2, schematic view of localized 

AE sensors around dent and another spiral weld of pipe can be seen. By this configuration of AE 

sensors it was possible to distinguish AE signals from dent and also from the rest of pipeline 

section. Strain and stress was controlled by application of group of strain gauges, located on outer 

surface of pipe and in area of the dent. 
 

  
 

Fig. 1: Scheme of pipe section prepared for pressure test. 
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Fig. 2: Scheme of pipe section. 

 

 

2. Methods 
  

Pipe section was fixed in a laboratory equipped with a high pressure loop. With this loop, it was 

possible to provide a burst test on the pipe. Experimental set-up:  

 multichannel AE system ACES IDT04 with special software was used, 

 AE sensors, type PET04 with integrated pre-amplifier were fixed on the outer surface of pipe 

section, 

 HP computer was used to collect AE data for the next evaluation. 

 

Test procedure: 

 calibration test to determine: sensor activity, attenuation curve, velocity of signal spreading in 

pipe material, verification of location accuracy. Results of calibration procedure are shown in 

Fig. 3, 

 pressure tests, program of pressure tests was divided into 3 individual steps:  

 initial pressure test in scope of 0 – 7,4 MPa, repeated 3 times, as shown at Fig. 4, 

 fatigue pressure tests in 20 000 cycles in scope of 0 – 7,34 MPa, 

 burst test with increasing internal pressure till rupture, as shown in Fig. 5. 

 

 
 

Fig. 3: Calibration curve. 

 

Water was used as a pressurizing medium. All volume of pipe section, including area of dent, was 

monitored continuously by installed AE sensors configuration. 
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Fig. 4: Initial pressure test. 

 

 
 

Fig. 5: Burst pressure test. 

 

 

3. Evaluation and results 

 

During all three individual steps of pressurization large files of measured data were obtained. For 

the evaluation of measured data, special software for filtering was used and real AE events were 

localized on the pipe and also on the area of the dent. 

 

3.1 Initial pressure test 

Localized AE events after application of three cycles are shown in Fig. 6. 
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Fig. 6: Initial AE events localization. 

 

It can be seen that at the dent area, most AE events are localized. This is due to the large plastic 

deformation inside the dent. See Fig. 4. In the first pressure cycle, the deformation in the dent 

reached nearly 33 mm. In the second cycle, the deformation was only 11 mm and in the third cycle 

deformation was 10 mm only. During cyclic loading the deformation in the dent bottom decreased 

to 7 mm. Registered and localized AE events from cycles 2 and 3 are shown on Fig. 7. 

 

 
 

Fig. 7: AE events in all three cycles. 

 

 
 

Fig. 8: Localized AE events from 2nd and 3rd cycle. 
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Due to large plastic deformation made in the 1st pressure cycle, only a small amount of AE events 

was localized in the area of dent. This is documented in Fig. 8. 

 

3.2 Fatigue tests by internal pressure 

Fatigue test was carried out with pressure cycling between 4 MPa to a maximum of 7,35 MPa. In 

Fig. 9, the localization map of registered AE events during 20 000 pressure cycles, can be 

observed. 

 

 
 

Fig. 9: Localized AE events after 20 000 pressure cycles. 

 

Most of AE events were located in the area of the dent. In this area, two AE sources were localized, 

Z1 and Z2. AE source Z1 was localized directly in the bottom of the dent, where stress corrosion 

cracks were identified. Source Z2 was localized circumferential weld close to the dent. Time 

dependence of AE events during cyclic test is shown in Fig. 10. 

 

 
 

Fig. 10: AE activity during cycling. 

 

From this graph it is clear, that AE activity started after reaching approx. 5300 pressure cycles. 

More intensive rate of AE event was registered after 10 400 cycles. Increased AE activity from 

AE source Z1 is in Fig. 11 and AE activity from source Z2 is in Fig. 12.  
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Fig. 11: AE source Z1. 
 

 
 

Fig. 12: AE source Z2. 

 

Before the pressure test, few stress corrosion cracks were discovered in the dent, with a maximum 

depth of 4,2 mm. During the fatigue test, those cracks were propagating and after 20 000 cycles, 

they reached a depth of 6,3 mm. 

 

3.3 Burst pressure test 

Pressure and corresponding AE event activity during the burst test is presented in Fig. 13. 

 

 
 

Fig. 13: AE activity during the burst test. 

 

On the beginning of burst pressure cycle, one cycle was done up to 6 MPa, which corresponds to 

maximum working pressure in the pipeline. During this cycle, minimum AE events were observed. 
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The following pressurization was done continuously with a break after reaching prescribed level 

of pressure. Generally, increased AE activity was observed between pressures of 8 MPa to 9 MPa. 

When pressure crossed 13 MPa, a big deformation of the pipe was investigated by strain gauge 

measurements. Another increased AE activity was indicated when internal pressure crossed over 

14 MPa. Final fracture of the pipe came when internal pressure reached 14,75 MPa.  

Source of the final crack, propagating through the wall of the pipe, was located between the dent 

and the closed circumferential weld. Summary localization of AE sources after burst test is shown 

in Fig. 14. 

 

 
 

Fig. 14: AE activity sources during destruction. 

 

 

4. Conclusions 

 

On the base of experimental results it can be stated: 

 acoustic emission method is a very useful tool for evaluation of defects in pipes loaded by 

internal pressure, 

 a suitable arrangement of AE sensors on outer surface of the pipe specimen allowed us to 

distinguish AE events coming from the dent and from other parts of the pipe section, 

 overloading of the pipe above the working pressure, up to 7,3 MPa, confirmed a positive 

effect to prevent propagation of existing natural stress corrosion cracks, 

 during application of 20 000 pressure cycles, cracks started to propagate after reaching 

5000 cycles and increased from initial depth of 4,2 mm to 6,3 mm, 

 this type of a large dent in a pipe, containing an inside colony of small stress corrosion 

cracks, was not the source of pipe destruction during normal working pressure. 

 

 

 

82



 
 

 

 

EFFECTIVE APPROACHES TO REMOTE ASSET MONITORING WITH 

ACOUSTIC EMISSION 
 

 

Arturo Nunez1 and Spilios Kattis2  

 
1Mistras Group, Inc., Products & Systems Division, Pinceton Junction NJ, USA; 

arturo.nunez@mistrasgroup.com 
2Mistras Group Hellas, Athens, Greece; spilios.kattis@mistrasgroup.com  

 

 

ABSTRACT  

 

This paper presents the effectiveness of remote asset monitoring using acoustic emission. We will 

discuss different aspects of implementing an effective remote asset monitoring operation, such as 

considerations for the deployment of instrumentation in the field, instrumentation, 

communications, benefits of automatic data transfer from the monitoring system to a secure server, 

continuous automatic verification of hardware integrity, and automatic notification of potential 

damage or conditions affecting the asset integrity occurring.  

We will provide an in-depth view of the cloud monitoring implementation processes, and the use 

of machine learning and other data analytics techniques to identify abnormal acoustic emission 

data patterns. The application of these tools to specific case studies in electric power transformers, 

power steam generators and civil infrastructure assets will be presented. Finally, we will illustrate 

how these capabilities help to provide timely, actionable information to the asset owner. 

 

Keywords: Acoustic emission, remote monitoring, data analytics, cloud computing.  

 

  

1. Introduction  
 

The number of applications using acoustic emission for monitoring critical assets is increasing and 

has been adopted by different industries. This present different challenges from selection to the 

right instrumentation, number of sensors, type of sensors, location of the transducers, location 

algorithm to be used, amount of data to be collected, additional parameters to be monitored. 

Once the monitoring solution has been selected the next step has to do with communications, how 

is the data going to transferred from the instrumentation to a secure location, is the data going to 

be transferred using a cell phone modem, a wifi or internet connection, is the connection secure, 

does the connection need to be built around a VPN tunnel or not, is the data encrypted? 

Once the data transfer scheme has been defined, how is the data going to be displayed/presented 

to the end user? is it easy to understand? is the most critical information been presented? is it 

possible to automate some of the analysis process? what is the best way to create a data driven 

web application? 

There are different approaches for effective monitoring, and we discuss some of the considerations 

that need to be taken when deploying a monitoring system for the remote condition assessment of 

critical assets.  
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2. Understanding the problem 

 

The most important step at the beginning of a project is understanding the need for monitoring. Is 

the intent to monitor the asset as a predictive tool to try to detect defects during its normal 

operation, or does the asset owner knows about a manufacturing defect that has been detected in 

similar assets and wants to make sure this asset does not present the same defect, or a defect has 

been detected on the asset and the owner wants to monitor the area closely to determine if the 

defect is growing and under what operating conditions, or has the asset been repaired and the asset 

owner wants to make sure the repair was done correctly. 

One of the more critical aspects is to make sure the defect for which the monitoring solution is 

been deployed is detectable by acoustic emission. This is the opportunity for the AE expert to set 

realistic expectations of what information can be provided by the monitoring solution, how often 

the information will be provided either on a data driven web application (if available) or via 

periodic reports. Once it has been determined that acoustic emission is an adequate method for 

monitoring, the next steps need to focus on some of the practical aspects of the solution. 

 

 

3. Designing the monitoring solution  

 

3.1  Number of sensors 

This can be determined by performing a site visit to the asset to be monitored to perform a visual 

inspection as well as an attenuation study using different sensor types. This will allow the AE 

Expert to identify the sensor spacing as well as accessibility to mount the sensors. 

 

3.2 Type of sensors  

This is a crucial step to ensure the project success, it is recommended that during the site visit a 

background noise test is performed (mounting a wide band sensor on the asset to be monitored 

during normal operation) to determine the typical background noise and select the best frequency 

range for the application. This step can be skipped if the application is well known for the AE 

expert and a standard solution is available. The other aspects to consider are the asset temperature, 

presence of insulation, intrinsically safe area, exposed to the environment (the use of coated 

sensors might be required). 

 

3.3  Mounting of sensors 

After the site walk around visit and knowing the temperature of operation, it is possible to select 

the best approach to mount the sensors, this can be done by using magnetic holders or epoxy/glue. 

If the asset has insulation or is operating at high temperatures the use of waveguides can be needed. 

 

3.4  Selection of monitoring system 

This step requires a knowing the number of sensors and the distances between the sensors and the 

data acquisition unit as well as the requirements specific to the asset location (intrinsically safe, 

high EMI, high contamination, heavy rain, heavy wind, etc.). The environment will determine if 

the instrumentation will be installed outside of if it requires to be installed inside a climate-

controlled room, the use of barriers might be needed if working on an IS zone. Other factors to 

consider include accessibility to the instrumentation in case maintenance is needed as well as 

communications to be used. 

The type of data to be collected is an important consideration to select the data acquisition unit, 

sampling rate to be used, availability of filtering schemes (manual or automatic), waveform 

streaming and location algorithms capabilities, type of automatic notifications available (loss of 

power, channel issues, full hard drive, etc.). It is also useful to have tools to be able to test the 

system periodically and automatically for example by been able to perform weekly auto sensor 

tests. 
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Finally, the instrument’s capability of adding other signals such as operating parameters or data 

from other monitoring systems/sensors is an important selection parameter. These signals can be 

added using external 4-20 mA modules or via Modbus. 

  

3.5 Data transmission 

The data that is been collected by the instrumentation and must be transmitted automatically (the 

practice of retrieving the data manually is not cost effective and defeats the main benefit of 

continuous monitoring: timely notifications). There are different options for the data transfer: cell 

phone modem, wifi, ethernet, satellite. The use of one or the other will depend on the amount of 

data been transferred, availability of cell phone providers, plant IT requirements, cost, bandwidth 

availability if using the plant’s network. Regardless of the communication type used, the data must 

be secured, transmitted without affecting its integrity and automatically. 

The data transmission is vital, this ought to be carefully planned and executed to make sure it is 

working from day one of monitoring. This requires working with the plant’s IT group to make sure 

all their cyber security concerns are addressed, the use of special configurations (VPN tunnels, 

tokens, Virtual Machines, etc.). 

In some instances, it is recommended to have the option to be able to connect to the instrumentation 

remotely to perform instrumentation checks, adjust instrument settings or perform software 

upgrades. This can be achieved using remote desktop connection or third-party programs like 

TeamViewer or LogMeIn. The use of these tools needs to be coordinated with the IT groups to 

ensure secure connections/compliance. 

 

3.6 Vizualization 

How the data is presented is of the utmost importance, a poor representation of the information 

can result on the misappreciation of the monitoring solution whereas a complex data driven web 

application can also been perceived as too complicated to use. Not all monitoring projects require 

a data driven web application, especially if the monitoring periods are short or if the application 

requires significant data processing/analysis before meaningful information is obtained.  

If a data driven web application is needed/wanted, this can be developed in-house or using external 

service providers like AWS or Azure. The main advantages of using external service providers are 

uptime, built in security, tools available on their platform, etc., the main disadvantage is having a 

team of experts on those solutions and cost. 

The data driven web applications need to be able to show the status of the monitoring system(s), 

location of events (planar,spherical,3D), see Fig. 1, alarms sent by the system and if desired 

automatic report generation with the condition of the asset. It might also have the option to allow 

the most advance users to plot data for pre-determined or customizable periods of time and/or have 

the capability of downloading data files directly from the web application. 

 

 

 
 

Fig. 1: Different source location algorithms in data driven web applications, 2D, 3D, spherical. 
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3.7 Data analysis / reporting 

For some applications the data analysis process can be automated (fully or partially), for others, 

there would be still a need for a manual data analysis. This requires the data to be transmitted 

periodically and available when the analysis will need to be performed. Once the data is analyzed 

a report can be sent to the asset owner, either via email and/or thru the web application. For long 

term monitoring projects, it is common to send a weekly report indicating the overall condition of 

the asset as well as a monthly/quarterly report with a more detailed analysis of the data. 

Fig. 2 shows how the data flows between the instrumentation and the AE experts analyzing the 

data [1]. 

 

 
 

Fig. 2: Notifications from instrumentation and data availability for analysis. 

 

3.8 Maintenance 

An annual maintenance trip is a good practice, during these annual trips the instrumentation is 

checked to make sure is 100% functional. It is important that personnel involved on the monitoring 

of the asset communicates with the personnel performing the service trip. They can provide a list 

of issues to be checked on-site. Traveling with spare parts is also recommended to make sure 

sensors/cables are available to be replace if needed.  

 

 

4. Case studies 

 

4.1 Power transformer 

A main power transformer on a wind farm [2] was generating gases indicating the presence of 

active fault, see tables 1 and 2. The type of gasses detected indicated a high intensity fault and if 

this unit failed the entire wind farm would be off-line. 

 

Table 1: Nameplate information. 

 

TYPE TRANSFORMER 

voltage 138 GrdY/79.67 – 34.5Y/19.92 – 13.69 kV 

capacity 126.6 / 168.8 / 211 MVA 

class ONAN / ONAF / ONAF 

core type CORE 

pumps NO 

ltc type RMV-II-1500-72.5 
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Table 2: Gassing history. 

 

DATE H2 CO CO2 CH4 C2H6 C2H4 C2H2 TDCG H2O OIL TEMP O2 N2 IEEE DGA Status [2] 

5/7/2021 23 259 599 8 2 10 4 299 6 37 1,220 10,500 3 

4/29/2021 20 241 809 8 2 10 4 285 7 42 1,160 9,550 3 

4/22/2021 24 247 778 8 1 10 4 294 1 46 1,090 10,100 3 

4/17/2021 24 249 789 9 1 10 4 297 7 45 1,210 10,500 3 

4/8/2021 23 234 780 12 4 9 4 286 9 45 58 9,420 3 

4/2/2021 22 233 868 8 1 9 4 277 5   2,450 13,700 3 

3/25/2021 21 213 727 8 1 9 4 256 4   3,050 16,300 3 

3/18/2021 23 239 741 8 1 9 3 283 3   1,440 10,700 3 

3/12/2021 23 223 728 7 1 9 3 267 7   1,500 10,800 3 

2/27/2021 21 216 669 7 1 8 3 256 6   10,100 54,200 3 

2/19/2021 21 203 708 7 1 8 2 241 6   5,730 32,000 3 

2/6/2021 21 206 720 7 1 8 2 245 5   995 11,700 3 

1/20/2021 22 198 703 6 1 7 2 237 3   708 9,440 3 

 

An acoustic emission monitoring system was installed to try to detect and locate the gassing fault. 

After 1 month of monitoring, it was clearly observed that the fault was only active when the load 

tap changer operated in odd positions, see Fig. 3. When operating in odd positions, the preventive 

autotransformer is part of the electrical circuit which suggested a defect was located on this 

component [this correlation had not been observed by the asset owner before]. 
 

 
 

Fig. 3: Increase in acoustic activity when LTC operated on odd positions. 
 

This information allowed the renewable energy company to lock the tap changer in an even 

position to prevent the fault from been active and this reducing any more damage and minimizing 

the risk of failure. The acoustic emission also provided information the fault location, see Fig. 4.  

 

 
 

Fig. 4: Fault located on the area of the preventive autotransformer. 
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When the transformer owner was able to provide a spare unit, this transformer was sent to the 

transformer manufacturer’s facility. An internal inspection was performed and damaged on the 

preventive autotransformer was seen most likely due to impact either during manufacturing or 

during transportation. The damage was observed on the winding as well as core laminations in the 

areas located during the monitoring. 

The savings for the utility are significant since a catastrophic failure was avoided, there was no 

interruption of power generation by the wind site and the unit was eventually repaired and will 

continue to be used by this utility. 

 

4.2 Boiler tube leak  

An Acoustic Monitoring system (AMS) was installed at an Australian power station. In late 2021, 

the monitoring analyst first reported that there was a noticeable increase of acoustic energy 

particularly on the sensors installed on the west side of the boiler. As the energy and amplitude 

gradually climbed up higher, the acoustic data (trend and waveform) was reviewed and confirmed 

a suspected leak on the west side of the boiler. See Fig. 5. 

 

 
 

Fig. 5: Boiler layout with normal acoustic profile on the left. Initial increase in activity on the 

right (red). 

 

As the tube continued leaking and damage increased, the acoustic amplitudes/energy levels 

increased, triggering an alarm accompanied by an increase in 3.5x condensated water. This data 

confirmed a tube leak. As a precaution, the production and site manager were notified of the alarm. 

The sootblower system was shut down and local inspection took place. 

The day after the leak was detected, sensors continued to detect increases in amplitude/energy. 

The unit was offline for 7 days as the unit was repaired, see Fig. 6 for the damaged found. Had 

acoustic technology not been monitoring the leak, the resulting damage could have been much 

more severe and costly. Based on power output and manpower, it is estimated that the power 

station saved over $500,000 USD.  

 

                             
 

Fig. 6: Findings: fretting of tube 1.75”x0.375” under split ring casing (SRC). Tight crack 30mm 

long thin wall tube rupture with secondary washing over failure area. 
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5. Conclusions 

 

The number of applications for acoustic emission monitoring has been increasing over the years 

and it is used on several industries. It is important that the proper steps are followed to ensure the 

information collected, processed, and analyzed provides useful information to the end user. The 

monitoring must be able to provide meaningful / actionable information that assist the asset owner 

in making decisions about the next steps (repair, inspection, additional testing, retirement, etc.) 

As seen on the case studied presented, the savings can be significant if the monitoring is executed 

successfully and can allow the life extension of an asset and the reduction of risk in their 

operations. 
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ABSTRACT 

 

The use of adhesively bonded joints has increased considerably due to their lightweight, relevant 

strength-weight ratio and possibility to join multi-materials. Nevertheless, there are still some 

challenges in the application of this kind of joints in primary structures, such as guaranteeing their 

reliability during the components’ useful life.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

Structural health monitoring methods are suggested to ensure in-service safety and reliability of 

adhesive joints. The acoustic emission appears promising because it can detect the elastic waves 

produced within the material when it is under damage or straining. 

This research focuses on mode I fatigue damage monitoring metallic double cantilever beam 

adhesively bonded joints using the acoustic emission method. Digital image correlation and visual 

evaluation were applied during fatigue interruptions to track the crack-tip position within the 

adhesive and correlate them with the acoustic emission outcomes. 

The acoustic emission method is susceptible and different kinds of waves (background, friction 

and damage) can be easily assessed during the tests, producing an immense amount of data. So, 

unsupervised artificial neural networks for patterning recognition were proposed. Self-organising 

maps and k-means algorithms were used for data clustering and then classified regarding their 

sources. Finally, the acoustic emission results, digital image correlation and visual evaluations 

were compared.  

 

Keywords: Acoustic emission, adhesive joints, mode I fatigue, pattern recognition, clustering. 

 

 

1. Introduction  

  

The use of adhesively bonded joints has increased in recent years due to the global interest in 

producing lighter structures with the implementation of advanced multi-materials and the necessity 

of high-performance joining solutions for different types of interfaces. The adhesively bonded 

joints present the main advantage of producing low impact in the adherends mechanical properties, 

reducing stress concentration compared to traditional fasteners [1]. 

Nonetheless, the single use of adhesively bonded joints is still challenging for the application in 

primary structures since it is difficult to ensure joint reliability during a components in-service life, 

under fatigue and critical environmental conditions. To overcome these drawbacks and ensure the 

joint’s integrity and safety, some solutions can be implemented, such as the enhancement of the 

adhesives’ mechanical properties, development of optimized finite elements analysis to better 
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predict the joint’s mechanical behaviour in critical loading-bearing conditions, and the use of Non-

Destructive Testing (NDT) [2] Structural Health Monitoring (SHM) methods [3]. 

Since SHM methods can assess the joints’ integrity under in-service life, giving the possibility of 

their on-demand or real-time diagnosis and prognostic, implementing a condition-based 

maintenance system that saves time and maintenance costs of the structures, the interest of the 

scientific community in their application is increasing. 

Among the different SHM methods, Acoustic Emission (AE) is a promising alternative due to its 

possibility of assessing the elastic waves produced within the monitored material when their strain 

energy is released during the deformation or damage initiation and propagation (even in small 

increments) [4]. The assessed elastic waves are then recorded and have their time-domain features 

(i.e., amplitude, duration, counts, energy and rise time) and waveform saved by the acquisition 

system as detailed in the flowchart of Figure 1. 
 

 
 

Figure 1: Flowchart of the acoustic emission system. 

 

The AE method is susceptible also to background noise and elastic waves produced by friction 

within the material, recording a massive amount of data that requires a well-designed post-

processing methodology for clustering and classifying the data related to damage sources from the 

ones related to noise. Time-domain or frequency-domain features filtering and, most recently, big-

data algorithms such as supervised and unsupervised Artificial Neural Networks (ANN) are 

applied to clustering and AE sources classification. 

The use of unsupervised ANN was applied in previous work to monitor the crack propagation 

within the bondline of metallic Double Cantilever Beam (DCB) specimens under quasi-static mode 

I crack propagation by using complementary algorithms (k-means and Self-Organised Maps) for 

the waveform’s classification of the data related to the damage propagation from the background 

noise. In the same work, the AE results were compared with visual evaluation and Digital Image 

Correlation (DIC), where it was possible to localise the crack-tip position and the waveforms 

associated with the beginning of the onset of plasticisation ahead of the crack-tip (corresponding 

with the DIC outcomes). These interesting results can open new alternatives for using the AE 

method for monitoring adhesively bonded joints and help better understand the relationship 

between the AE signals and the damage mechanisms within the joints, possibly also under fatigue. 

Only a few studies in the literature are dedicated to using the AE method for fatigue crack 

monitoring of adhesively bonded joints, particularly the relationship between the AE features and 

the damages mechanisms within the bondline [5]. J. A. Pascoe et al. 2018 [6], studied the use of 

acoustic emission to understand the fatigue crack growth within a single load cycle in adhesively 

bonded DCB joints. They focused on answering when damage occurs within single cycle fatigue 

tests, based on peak amplitude analyses of each signal. They could address the feasibility of this 

SHM method to monitor fatigue crack growth and its relationship with AE signals. However, still 

challenging to establish a well-defined link between the physical mechanisms correlated to the 

crack growth and the AE features and consequently do better filtering of the AE signals. 

So, this work aims to study a clustering methodology based on unsupervised ANN using Self-

Organised Maps (SOM) and k-means algorithms for classifying the AE signals assessed during 

mode I fatigue crack growth tests of metallic adhesively bonded DCB specimens. Principal 

Component Analysis (PCA) was also implemented to individuate the most significant time-

domain, or frequency-domain AE features to be used during the clustering process. DIC and visual 

evaluation analysis were then performed to track the crack growth during the tests and compare 

them with the AE features. 
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2. Methodology 

 

2.1 Materials and sample fabrication 

DCB specimens were produced following the ASTM D3433, and dimensions are detailed in Figure 

2 (a). The adherends were produced with a high-strength steel DIN 40CrMoMn7, and the 3M 

Scotch-WeldTM 9323 B/A structural adhesive was used to join them, whose mechanical properties 

can be found in [7].  

Before bonding, the adherends were sandblasted and cleaned with acetone to remove impurities 

and waxes. After that, a Teflon tape was applied at the beginning of the specimens to ensure a non-

bonded region. Moreover, a razorblade was introduced to guarantee a sharp notch at the beginning 

of the specimens. Then, the adhesive was manually mixed and applied to the cleaned surface of 

the adherends from the razor blade until the free edge of the sample. A minimum adhesive 

thickness of 0.3 mm was ensured by adding a 2% weight of glass microspheres (250 – 300 µm of 

diameter) within the adhesive layer.  

The specimens were cured in an oven for a total of 5.5 hours following three main steps: linear 

increase of the temperature until 65°C for 1.5h, followed by a hold at 65°C for two hours and, 

finally, a linear decrease of the temperature for two hours until the room temperature. For the 

present work, two specimens (S1 and S2) were tested with an initial crack length (a0) equal to 65 

mm. 

        

(a) 

 
 

Figure 2: (a) DCB dimensions (drawings out of scale) and (b) testing setup. 

(b) 

 

For the crack growth measurement during the tests, both lateral surfaces of the specimens were 

previously whitely painted. The lateral surface used for the DIC analysis was furtherly painted 

using arbitrary black aerosol paint to create a fine speckle pattern. 
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2.2 Fatigue crack growth tests 

A uni-axial MTS 810 servo-hydraulic testing machine with a load cell of 15 kN was used to 

perform mode I fatigue cracking growth tests. A constant amplitude load controlled test with a 

fatigue ratio (R = minimum load/maximum load) of 0.1. A testing frequency of 5 Hz and a 

maximum load equal to 850N was applied, as shown in Figure 2 (b). 

The tests were interrupted every 5000 cycles to perform a monotonic loading ramp up to the 

maximum load applied during the fatigue cycles with a 0.5 mm/min speed rate. The maximum 

load was held for 10 seconds to allow crack length measurements by visual evaluation and DIC. 

After that, the machine unloads until the minimum load of the fatigue tests and the cycles then 

initiate again. The tests were performed until the specimen’s complete failure. 

A Dino-Lite digital microscope with a magnification of twenty times was used to take pictures of 

the white painted surface of the DCB specimens during the interruptions. The DIC analysis was 

made using the GOM – 3D Aramis adjustable system with an acquisition frequency of 3 Hz. The 

Aramis system’s main characteristics are detailed in [8]. It is worth mentioning that the DIC 

acquisition system was synchronised with load and displacement input values from the testing 

machine. 

The free post-processing software for image analysis FIJI – Image J (version 2020) and GOM 

Correlate (version 2020) were used for the visual evaluation and DIC pictures, respectively. 

The acoustic emission analyses were performed during the cyclic and monotonic loading ramps 

using the Vallen ASMY-6 acquisition unit, two piezoelectric sensors units of type VS150-M 

(operating peak frequency in the range of 100 – 450 kHz) and a 34 dB Vallen AEP5 preamplifier, 

all connected by low-noise cables. Before the tests, a coupling silicon agent (OKS-110) was 

applied in the interface between samples and sensors to guarantee continuity during the AE signals 

transmission from the specimens to the acquisition system. The sensors were fixed on the 

specimen’s surface by magnetic holders at a fixed distance of 180 mm between them, as shown in 

Figure 1 (a).  

A sampling rate for acquiring the AE features and AE transient waveforms of 10MHz and 5MHz 

were set in the acquisition system, respectively. Moreover, an amplitude threshold (concerning a 

reference voltage amplitude of 1µV) of 45 dB and a minimum acquisition frequency equal to 

25kHz were applied. It is worth mentioning that the amplitude threshold was selected based on a 

baseline ramp, where AE signals were detected in a condition where no damage started to 

propagate, assessing mainly signals related to background noise. 

The Vallen AE-Suite Software and Vallen Control Panel (R2017.0504.1) were used to acquire and 

record the assessed AE data. 

 

 

3. Acoustic emission post-processing analysis 

 

The acoustic emission raw data of specimen S1 at the first 5000 cycles and the ninth bath of cycles 

(40000 – 45000) are shown in Figures 3 (a) and (b), respectively. 

As shown in Figure 3 (a), the AE amplitude values are very spread during the whole group of 

cycles with a higher density of signals between 45 to 50 dB and an amount of AE signals around 

78000 was recorded. Drawing attention to Figure 3 (b), other areas with a high density of AE 

signals can be observed. A wavy behaviour was observed in the region between 45 – 60 dB, and a 

signal’s high-amplitude group was noticed at around 70 dB during this batch of cycles. Almost the 

same amount of AE hits was recorded in this group, about 70000. 

No further conclusions can be taken from this raw data. At this point, it is hard to accurately 

understand if still there are AE signals related to background noise, friction or only hits 

corresponding to damage initiation and propagation. So, it is crucial to implement an efficient 

post-processing methodology. 
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(a) (b) 

 

Figure 3: Specimen’s S1 raw data at (a) 0 – 5000 cycles and (b) 40000 – 45000 cycles. 

 

3.1 Classification and Clustering procedure 

First, a selection of the most relevant AE features that can be used for the clustering procedure was 

done by applying the Principal Component Analysis (PCA). Time-domain (Amplitude, Duration, 

Energy, Rise Time and Counts) and Frequency-domain features (Peak frequency and Centroid 

frequency) of each recorded waveform were used as input for the PCA, whose calculation 

procedure is summarized in [9]. 

In general lines, the PCA is a multivariable data reduction method by creating new minimally 

correlated features called principal components and forming a symmetric covariant matrix. From 

the most significant principal component analysis and the variability of the related data, it is 

possible to determine the main features to increase the clustering procedure’s efficiency, as seen 

in Figure 4. The PCA analysis made it possible to select the duration, energy and frequency as the 

primary input features for the unsupervised ANN clustering procedure based on creating a 2D 

topological map that classifies the data using neighbourhood functions (SOM algorithm), as 

described in [10]. 

Only by using the SOM it is not possible to divide the classified data into groups, so an additional 

k-means iterative algorithm was applied. The optimal number of clusters was determined by a 

combined evaluation of the performance of different indexing criteria such as Davies-Bouldin, 

Silhouette, and Calinski-Harabasz. An optimal number of 5 clusters was given after the analysis, 

as seen in the last graph of Figure 4. 

Figure 5 shows the specimen S1 at the ninth block of cycles (40000 – 45000) after the clustering 

procedure. As can be observed, the wavy behaviour was well divided into two main clusters (3 

and 4) that present different frequency signatures (cluster 3 – around 150 kHz and cluster 4 – about 

100 kHz). The AE hits concentrated in the region of high amplitude values (approximately 70 dB) 

were grouped in a single cluster (number 5 – colour pink) and present frequency values around 

100 kHz, and the highest values of cumulative energy highlighting the direct relationship between 

amplitude and energy values as stated in [6]. 
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Fig. 4: AE clustering and classification procedure. 
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(a) 

 

(b) 

 

Fig. 5: Specimen S1 at 40000 – 45000 cycles after clustering procedure. (a) Cumulative energy 

and amplitude values of the clusterised AE data and (b) Frequency signature of each created 

cluster. 

 

Clusters 1 and 2 instead are very scattered during the whole block of cycles and present the lowest 

frequency values around 50 kHz. Even if cluster 1 presents high amplitude values, it can be 

associated with noise or some friction during the tests due to its noisy representative shape shown 

in Figure 5 (b). So, the main representative clusters that can be used for further analysis are clusters 

3, 4 and 5, with frequency signatures in the range from 80 to 150 kHz for the specific studied 

adhesive. Nonetheless, further research still has to be done to link better the possible damage 

mechanisms observed during the fatigue crack growth cycles and each classified cluster. It is worth 

mentioning that similar clustering results were found for specimen S2. 
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4. DIC, visual evaluation and AE final results 

 

The visual evaluation and DIC crack length measurements obtained during the monotonic ramps 

for specimens S1, and S2 are shown in Figures 6 (a) and (b). Their results were also compared 

with the total cumulative energy obtained during the entire fatigue crack growth tests with a total 

of about 50000 and 100000 cycles for specimens S1 and S2, respectively. Figures 6 (c) and (d) 

show the total number of hits and the cumulative number of counts for the tests. 

 

  
(a) (b) 

  
(c) (d) 

 

Figure 6: Comparison between DIC, visual evaluation crack length measurements and AE 

cumulative energy for specimens: (a) S1 and (b) S2, and cumulative hits and counts versus the 

number of cycles also for specimens: (c) S1 and (d) S2. 

 

First, it is essential to mention that the main difference between the specimen’s total number of 

cycles can be associated with the interfacial failure that occurred in specimen S1 compared to the 

cohesive failure observed in specimen S2. This can also explain the higher cumulative number of 

counts obtained for specimen S2, in which waveforms were observed with increased duration and, 

consequently, the number of counts (number of times that the waveform crosses the threshold) at 

the last blocks of cycles.  

Another difference observed between both specimens is that the cumulative energy of specimen 

S2 is higher than specimen S1, as observed by S. T. de Freitas et al. 2018 [11]. They observed that 

the DCB adhesively bonded joints testes under quasi-static mode I that had obtained interfacial 

failure presented lower cumulative energy than those that underwent a cohesive failure. 

As observed in Figures 6 (a) and (b), the crack length measured by the visual evaluation and DIC 

increase with the number of clusters. The DIC results represents the onset of the plasticisation 

within the adhesive layer, while the visual evaluation measured the crack-tip position. It was also 

observed that the cumulative energy of both specimens is almost constant for the whole test and 
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presents a huge increase next to the last stages of the tests when a high-speed crack propagation 

was observed. So, the cumulative acoustic emission energy can be useful to identify the fatigue 

ending the life of the specimens independently of the failure type. 
 

 

5. Conclusions 
 

This work aimed to study a methodology for acoustic emission clustering and classification of 

mode I fatigue crack growth within adhesively bonded joints. Moreover, a comparison between 

the crack growth measured by DIC, visual evaluation and AE features such as the cumulative 

energy. The main conclusions could be obtained: 

 The proposed clustering procedure was able to classify the AE waveforms based on three 

main features: duration, energy and frequency. Suggesting that some groups can be 

associated with noise and/or friction. However, further studies should be pursued to 

understand better the damage mechanisms within the adhesive layer and the AE features; 

 High cumulative energy was observed in the specimen that underwent a cohesive failure; 

 A massive increase in the AE cumulative energy was observed at the final stages of the 

fatigue crack growth tests, a promising feature to identify high-speed crack propagation of 

the joints before its complete failure. 
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ABSTRACT 

 

This paper discusses an example of practical implementation of Acoustic Emission continuous 

monitoring in the context of the Fourth Industrial Revolution and the new NDE4.0 paradigm, on 

renewable electric power wind farms. This project incorporates new sensors, a remote-wireless 

smart AE instrument, cloud data analytics tailored for data fusion, automatic analysis, alarming, 

and a data-driven web application for the visualization of asset status in real- or close to real-

time. This example clearly illustrates the roll of AE as a natural method for NDE4.0 realization at 

the beginning of the third decade of the 21st century. 

 

Keywords: Acoustic emission, continuous monitoring, condition-base inspection, data analytics, 

edge and cloud computing, NDE4.0. 

 

 

1. Introduction  

   

The first decade of the 21st century saw a dramatic increase in computing power with a tremendous 

reduction in the size of electronic instrumentation. These two factors made possible the 

commercial deployment of powerful NDE instrumentation, including AE equipment, capable of 

producing high-resolution data from assets under inspection. This very granular data allows for 

better maintenance and repair of these assets. Nevertheless, even with these technological 

advances, the traditional paradigm of NDE inspections at regular intervals changed very little.  

However, due to financial pressure to maximize asset up-time, together with an increasing demand 

to maintain assets operating beyond their original life expectancy, the traditional fixed-schedule 

inspections philosophy is rapidly shifting to a condition-based inspection new paradigm. This new 

paradigm requires a continuous stream of data from permanently installed NDE sensors, and 

correlations with real time operational data, in order to know the asset condition in real time.     

Recently, further electronics miniaturization, availability of high-density computer power, modern 

data analytics, relatively inexpensive data storage, and ubiquitous internet connectivity has created 

the conditions necessary for condition-based inspection, which are the same conditions necessary 

for moving NDE into the realm of the Fourth Industrial Revolution and what is called NDE4.0. 

Even with these advances, practical implementation of NDE4.0 remains a challenging proposition. 

However, in this context, Acoustic Emission (AE) as an NDE method is in a unique advantageous 

position to meet this challenge. By its physical nature AE produces large amounts of relevant data, 

which has been traditionally processed in real-time or with relative little delay, AE instrumentation 

has evolved to the point that it has built-in communications modulus for internet access via Wi-Fi 
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and cellular or LORA networks, which enables data accessibility to the customers via a Data-

Driven Web Application (DDWA), and AE data integration with operational and weather data 

affecting the assets. 

 

 

2. Industry4.0 and the need for NDE4.0  
 

2.1 The fourth industrial revolution 

The current trend of automation and data flow in manufacturing which leverages cyber-physical 

systems (Intelligent Sensors & Systems, Robotics, Digital Twins), the internet of things (IoT), 

advanced manufacturing (AM), cloud computing, and advanced data analysis using machine 

learning and artificial intelligence (ML & AI) is known as the fourth industrial revolution or 

Industry 4.0 and it is illustrated in Fig. 1. As pointed out by Singh and Vrana [1] the fourth 

industrial revolution “is a phase over which the suite of cyber-physical technologies is coming 

together to change the way humans work and live, produce and consume, learn and stay healthy 

and other things along the way; like NDE”. This means that it is necessary that NDE technology 

evolves to satisfy the demands of Industry4.0. 

 

 
 

Fig. 1: The fourth industrial revolution or industry 4.0 refers to the marriage of physical assets 

and advance digital technologies. 

 

2.2 Evolution towards NDE4.0  

The evolution towards NDE4.0 is happening in different applications such as X-ray inspection 

during manufacturing [2], magnetic flux leakage and ultrasonic inspection in O&G assets [3], NDE 

sensors and augmented reality [4]. All these examples integrate one or more technical capabilities, 

depending in on its place along the evolution towards NDE4.0. Some of these capabilities include: 

 on-board data processing,  

 cloud connectivity,  

 remote sotware and firmware updates, 

 machine learning/artificial intellligence and digital twins, 

 integration with virtual reality, 

 cybersecurity. 

 

As mentioned in the introduction, NDE applications using AE are in a unique position to move 

very quickly from the traditional NDE paradigm towards NDE4.0, specially in applications such 
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as continuous monitoring of civil infrastructure and other traditional power generating assets. 

More recently, the need for a better alternative to traditional NDE inspections, and to improve the 

Operation & Management (O&M) of renewable energy assets [5] has open the door for the 

commercial application of AE technology incorporating several aspects of NDE4.0. 

 

 

3. NDE4.0 condition monitoring of renewable energy assets 

  

In wind turbine generators (WTG), blade failures are one of the most common factors affecting 

continuous operation both onshore and offshore. Blade failures could result in not only blade loss, 

but also in damage to the turbine tower or surrounding turbines, in addition to a safety concern for 

nearby populations in the case of onshore installations.  As mentioned in the previous section, AE-

based continuous monitoring of renewable energy assets, specifically wind turbine blades, has 

emerged as a leading alternative to blade damage detection using drones or rope access personnel. 

Moreover, condition monitoring is the basis to establish condition-based maintenance programs to 

improve blade O&M programs. As discussed in section 2.2, this requires implementation of 

several NDE4.0 capabilities. 

 

3.1 AE-NDE4.0 system 

The system developed for wind turbine blades continuous monitoring consists of three Micro 

Electro-Mechanical System (MEMS) AE sensors, one per blade, a powerful specifically designed 

AE data acquisition system (AE-DAQs), and a cloud-based Data-Driven Web Application 

(DDWA). 

The MEMS sensors, which integrate signal condition preamplifiers, are mounted inside the blades 

on the blade bulkhead and are connected to the AE-DAQs installed in the wind turbine hub. The 

AE-DAQs records, digitizes, pre-processes, and transmits the acoustic signals collected by the 

MEMS sensors to the cloud via a commercial cellular network. Fig. 2 shows a typical installation 

of the MEMS and AE-DAQs in a GE 1.6 wind turbine.  

 

 
 

Fig. 2: Example of common data acquisition system (DAQ) and acoustic sensor installation on a 

GE 1.6 turbine. AE-DAQs is mounted on existing angle bracket (Top). MEMS Sensors are 

mounted on the wooden bulkhead inside of the blade using a special mounting bracket and 

affixed with bolts (Bottom). Cables are routed into the hub and connected to the AE-DAQs. 
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Cybersecurity, an important aspect of NDE4.0, is addressed by Open VPN client included, 

Encrypted Passwords, Encrypted OS & Programs, a Trusted Platform Module, Secure Remote 

update, and Remote Reboot. 

 

3.2   Collection and analysis of AE data from wind turbine blades 

The acoustic noise produced in the blade cavity is collected in three different ways: continuously 

recorded background noise, short-duration transient acoustic signals, and long-duration acoustic 

signals. Examples of each type of data is shown in Fig. 3.  

 

 
 

Fig. 3: Acoustic data collected during monitoring of wind turbine blades: (a) continuously 

recorded background noise, (b) short-duration transient acoustic signals, and  

(c) long-duration acoustic waveforms. 

 

The background noise is collected every second on each blade and averaged over time. Generally, 

skin perforation damages are linked to very high background noise levels and specific frequency 

responses. These characteristics are continuously checked on the dataset and are used to generate 

alarms when the background noise level of a blade has increased with respect to verified normal 

values or with respect to the other blades in the turbine.  

 The short-duration transient acoustic signals are used to track the onset of damage like cracks and 

impacts that have a transient nature. The data is collected at high sampling rates, saved, and 

processed by the AE-DAQs to determine whether the activity passes or satisfies certain criteria 

associated to sources of noise, such as impacts, delaminations and cracking. Several acoustic 

parameters are collected and recorded for every signal breaking the predetermined threshold or 

sensitivity. The AE-DAQs can prescreen the AE signals collected and output alarms that are send 

to the DDWA for communication and further post processing. 

Long-duration acoustic waveforms are recorded at pre-established time intervals, from all three 

blades, during a full rotor revolution. Frequency analysis of these signals is used to identify damage 

progression, and to find any changes in the background noise of each blade. These signals are used 

to automatically verify changes in the background noise before and after an alarm is activated. For 

instance, this logic is used to identify the occurrence of an impact or lighting strike strong enough 

to rupture the blade skin. Analysis procedures, which involve combination of data types, cross-

referencing data trends, and changes among these are important for signature verification and to 

reduce the possibility of false alarms. 

 

3.3   Post-processing in the data-driven web application 

Once the acoustic data is in the cloud, processing is completed at the DDWA, where proprietary 

Structural Health Quantities (SHQ) for the blades are calculated. The SHQ are used to determine 
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the need to perform and prioritize inspections and follow-ups. Also, visualization, interpretation, 

blade acoustic activity ranking, alarm communication, reporting and archiving are performed in 

the DDWA. Fig. 4 shows the Farm view and single turbine summary dashboard that presents both 

the “Wind site view” along with the real time alarm (RTA) status and the single turbine summary 

“Dashboard” indicating both real time alarm and current status, and historical trends of the SHQ 

used to assess the acoustic response of a blade to current operational loads. 

 

 
 

Fig. 4: Selected tabs from the DDWA showing: (a) Site view with active real time alarms and, 

(b) The single turbine dashboard with RTA and SHQ.  

 

The DDWA runs post processing algorithms on the background that combine and correlate the 

different data sets collected per blade. It compares the responses of all 3 blades in a turbine among 

themselves, and with an “expected” response derived from tracking healthy blades under several 

months of operation. As an example, Fig. 5 shows the changes in background noise and power 

spectrum of signal from a blade running with a trailing edge crack before and after the blade was 

repaired.  
 

 
 

Fig. 5: Acoustic data before and after a trailing edge crack repair. Top left, picture of the 

damage. Top right, signals before and after repairing the damage. Bottom, background noise of 

all 3 blades in the turbine before and after the damage repair. 

103



 

 

3.4   Real time alarms 

One of the objectives of monitoring wind rotor blades is to use the data continuously collected by 

the system to generate real time alarms (RTA). These RTA identify when the acoustic behavior of 

a blade deviates from expected variations related to normal wind turbine operation. To date, 3 

RTA alarms have been implemented: 

 impact no rupture,  

 skin rupture, 

 impact & skin rupture. 

 

Communication of alarms is done via email to a predefined group of personnel, including a highly 

trained team of analysts. The first type of alarm can be communicated within 1 hour of occurrence, 

as is resolved at the AE-DAQs level using the AE short transient signals. Communicating a 

possible blade skin rupture requires comparison of the current background noise response with the 

previous data point and the next data point. This past and future comparison is used to verify that 

the condition or change is sustained over time. This comparison is performed by contrasting the 

continuously recorded background noise and the frequency response of the long duration acoustic 

signals collected as a minimum 3 times a day. Finally, an alarm is produced when conditions are 

met within a small-time window, indicating that an energetic impact was linked to a blade skin 

rupture.  

The DDWA provides a farm or site level view, where the user can graphically see any relevant 

active alarms or heightened status, and it requires the user to acknowledge the presence of an 

alarm. Fig. 6 shows turbine tiles in the site view indicating the existence of a previously detected 

blade skin rupture.   

The occurrence of any alarm is saved into the turbine database and the history can be easily 

accessed by the user. Alarm icons remain active and displayed for a predetermined period of time 

with more drastic events remaining visible for longer time periods before the status is cleared. 

 

 
 

Fig. 6: Real time alarm (RTA) nomenclature and graphical representation as it appears on the 

DDWA “Farm view” screen. 

 

3.5   Structural health quantities 

Structural health or integrity of an asset, machine or structure refers to its ability to sustain the 

operation for which it was designed. The acoustic signatures of wind turbine blades are used to 

grade their structural health, prioritize asset inspection, and provide information between 

inspections to better manage asset operation.  

Detection of damage onset and evolution is done by tracking transient and dynamic changes in 

acoustic signatures from the blades over time. In this way, a blade grading system that allows 

comparison among turbines and blades in the site or wind farm has been developed.  

The grading system can ultimately be used to rank the blades depending on their acoustic 

signatures. Two important SHQ have been developed for this purpose: 

 

104



 

 

 Crack-Like Activity (CLA). This SHQ is calculated based on a crack filter developed by 

tracking the acoustic characteristic of a group of blades with cracks confirmed by inspections 

over a period of several months. The filter is used to identify the level of signatures satisfying 

known signal behavior present in a dataset when cracks are present on a composite structure 

and growing.  

 Probability of Defect Activity (PDA). The PDA of a blade is a percentage number that 

represents actively growing damage, and its magnitude is related to the detection of acoustic 

defect activity. The PDA calculation considers several acoustic features associated with 

specific defects activity, such as cracks, delaminations, and blade skin ruptures. High PDA 

values indicate the presence of abnormal spikes in acoustic activity, changes in acoustic trends, 

or deviations from normal behavior. PDA is calculated and displayed in the DDWA. PDA 

varies over time in response to turbine operation and weather, because these factors affect the 

mechanical load on the blade and therefore the acoustic activity collected by the sensors. 

Tracking PDA for every blade over time and comparing it with other blades in the same turbine 

or in the blade population on a wind farm allows to rank the blades from worst to best, and to 

identify which blades the inspection and repair resources should be focused on with higher 

priority. 

 

Fig. 7 shows the SHQ for a turbine for over a year and in between inspection cycles. This turbine 

started showing high CLA activity on Blade A since early August 2021. Inspection in October 

2021 showed the presence of a new crack, not seen during the previous inspection in September 

2020.  The CLA plot shows periods of activity and periods of inactivity when the crack is not 

growing. Such dynamic response is commonly seen acoustically in composite structures and 

materials. In addition, the PDA plot shows a trend increasing steadily, even in periods where the 

CLA is low, highlighting the need of follow up inspection. 

 

 
 

Fig. 7: PDA (top) and CLA (bottom) of a wind turbine between inspection cycles. Blade A 

shows high values of CLA, and inspection corroborated the appearance of a chord crack on the 

blade around 40m from the root. 
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3.6  Guiding inspections, maintenance, and improving reliability 

Knowing the moment that new damage on a wind turbine blade occurs, or when an existing 

damage is showing signs of activity, helps guiding the next steps and better prioritize and manage 

complex schedules. Knowing if a new damage on a blade occurs, or if the acoustic response of a 

blade with known critical defects dramatically changes between scheduled inspections, can be 

used to prioritize repair and inspection. Using SHQ derived from acoustic activity allows to plan 

and manage resources to improve uptime reliability.  Combining, information for real time alarms, 

PDA and CLA a ranked list of blades that require more urgent inspection and follow up can be 

generated.  

 

 

4. Conclusions 

 

A system for remote continuous monitoring of wind turbine blades based on AE, which 

incorporates several aspects of NDE4.0 has been developed. This system provides early 

information about the onset and evolution of damage.  

Knowing the condition of every blade when compared with the blade population of wind site 

allows to plan proactively for inspections and repairs, thus reducing repair cost and risk of 

unexpected blade failure. 

As wind energy utilization continues to expand globally, the quantity of blades will increase 

worldwide, and blades already in operation will continue to age, making real-time condition 

monitoring a crucial aspect to operational efficiencies and maximization of uptime. 
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ABSTRACT  

 

The paper presents a case study of a considerably cracked and degraded bridge in Slovenia: with 

the implementation of in-situ measurements under bending and shear and the use of a non-

destructive acoustic emission technique. Despite the existing crack system, the latter was able to 

detect microstructural changes. These were characterised by low values of average frequency 

(AF), as well as lower values of the rise time-amplitude ratio (RA), and energy. A correlation 

between shear capacity and acoustic activity was observed. This promises to expand the use of AE 

in the process of assessing of the load-bearing capacity of existing concrete structures. 

 

Keywords: Shear resistance, shear crack, crack width, acoustic emission (AE) parameters, bridge 

girder, stiffness, elasticity, damage evaluation. 

 

 

1. Introduction  

 

The acoustic emission (AE) technique is provenly one of the non-destructive techniques (NDT) 

sensitive to damage initiation and progress in reinforced concrete (RC) structures. It can detect the 

onset of failure and identify its mode more accurately than any other NDT [1-3]. Shear 

deformations obtain AE events with longer waveforms and lower frequencies, while volumetric 

changes of material significant for tensile AE events are recognisable for their shorter duration and 

higher frequencies [1, 2], [4]. The first type of fracture in the material is known as mode II of 

cracking and the second one as mode I, since mode I is significant for the first stages of fracture 

during crack opening and mode II for the progression of fracture causing fretting or sliding [5]. 

Besides the number of counts and energy released, rise time (RT), defined as the delay between 

the onset and the highest waveform peak, and the RA value, giving the ratio of RT to maximum 

amplitude (A), appeared to be the most sensitive to the stress field changes in material [2, 3], [6-

8]. Due to its passive nature, AE technique was already noticed as an application giving useful 

qualitative and quantitative insight into structural response when performing bridge health 

monitoring even under live load conditions [3, 4]. However, the vast majority of the tests were 

performed in the laboratory, mostly with cyclic loading and un-loading test protocols [5, 9]. 

Several effects were observed while tracking damage progression in material under loads, such as 

Kaiser effect or Felicity effect. The first one, naming phenomena when material emits acoustic 

waves only after a primary load level is exceeded, has been shown to exist at 70 to 85 % of ultimate 

strength in concrete material. The latter, describing the absence of the Kaiser effect, is more 
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significant for composite material [4]. Quantification of obtained AE data is mostly done with 

statistical analysis, preferably given through Historic and Severity indices [4] or b-value [8].  

In the last decades, the structural safety of the existing infrastructure has become an important 

issue in Europe [10]. The reliability of the bridges is of special concern due to their indispensable 

role in transport connections, increase of the expected traffic load and degradation of a material 

due to environmental actions [10, 11]. Slovenian bridges built in the second half of the twentieth 

century are of particular concern due to their structural system, substandard shear reinforcement, 

negligible concrete cover and insufficient maintenance. Deterioration of concrete and corrosion of 

the reinforcement are the main damage mechanisms leading to the decrease of load-bearing 

capacity. This is hardly determinable by visual inspection despite evident deflections and cracks. 

Accurate evaluation of load bearing capacity, especially shear resistance, is thus rather difficult 

without drastic interventions in the structure of the bridge.  

To obtain more information on the shear resistance of existing bridges with existing shear cracks 

case study of in-situ test was executed with a controlled loading condition on an approx. 60 years 

old two-span reinforced concrete (RC) bridge. It was assessed as unsafe for use and scheduled for 

replacement. The structural response of the bridge was monitored continuously through 

measurements of crack width, deflection, and collection of AE data. The structural performance 

of the bridge was analysed with the finite element method (FEM) based on the theory of elasticity 

and shear resistance evaluated by the criteria given in EN 1992-1-1 [12]. In this case study only 

edge girder of the bridge deck, with shear crack 0.9 mm wide was analysed. 

 

 

2. Case study of a girder reinforced concrete bridge 

 

2.1 Bridge structure and material properties   

This two-span girder bridge was located in Slovene village, ensuring passage of local road over 

river. No data exist about the bridge design, construction, or maintenance. The superstructure of 

the bridge was comprised of two spans, each long 14.0 m, as shown in Fig. 1. Series of five girders 

assembling the deck of each span, as seen in Fig. 1, was bound together with transversal cross 

beams as shown in Fig. 3, and deck slab, giving significant rise of stiffness of the girder system. 

The railing of the bridge was removed before the test. Material properties were rather estimated 

than determined. Compressive strength fc of concrete was assessed to be approx. 25 MPa – 

obtained indirectly through rebound number obtained with Proceq Original Schmidt hammer 

OS8000 without any core drilled and destructive compression tests performed. Modulus of 

elasticity of concrete Ec was assessed on several girders with ultrasonic pulse velocity tester Pundit 

200. The average value of 23.6 GPa and Poissons number 0.30 were therefore assumed in FEM 

analysis. Other material properties of concrete were adapted by Eurocode 2 (EC2) [12]. Material 

properties of steel were attributed to tests performed on other similar bridges with embedded 

smooth steel reinforcement: yielding strength was assigned to be 250 MPa, strain at maximal stress 

εsu 10 %, and modulus of elasticity Es 190 GPa. All material properties are listed in Table 1, with 

the designation used in EC2. Distribution and size of steel reinforcement were determined using 

Proceq profoscope and verified with destructive testing: ending girders were assessed to have 

embedded 8 bars of 28 mm diameter placed in 2 rows as longitudinal reinforcement (Fig. 3) and 

stirrups of 10 mm diameter placed on average distance of 40 cm as shear reinforcement (Fig. 4). 

Condition state of the bridge is shown in Fig. 2. 

According to estimated material and geometry properties bending capacity Mult of edge girder was 

determined to be 1100.4 kNm with failure of concrete in compression (εc/εs = 3.5 ‰/10.2 ‰), 

moment at which yielding of reinforcement occurs Mrf 1048 kNm, and cracking moment Mcr was 

calculated to be 148.6 kNm. Shear resistance was determined following Eurocode 2 [12], namely 

as shear resistance of concrete with included dowel action and aggregate interlock Vc 155.2 kN, 

shear resistance of concrete with stirrups by generalised stress field approach Vsw 97.7 kN with 

limiting the capacity of diagonal strut Vmax 1446.2 kN.  
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Fig. 1: Side view of a two-span girder bridge. 

 

  

  
 

Fig. 2: Location of bridge (upper left), abutment with bearing of end girder (upper right), 

deterioration of concrete and steel corrosion (down left), shear cracks 0.9 m wide (down right). 
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Fig. 3: Cross-section geometry of the two-span girder bridge. 

 

  
 

Fig. 4: Tested bridge span with indicated cross beams distributed over the length of girder 

system, positions of AE sensors (circles with dots), monitored shear crack (at a distance 2.1 m 

from the right end of girder) and indicated distribution of stirrups. 

 

Table 1: Mechanical properties of concrete and steel. 

 

CONCRETE STEEL 

fc (MPa) 25 fy (MPa) 250 

εc3 (‰) 1.75 εy (‰) 2.0 

εcu3 (‰) 3.5 εu (%) 10.0 

Ec (GPa) 23.6 Es (GPa) 190 

 

2.2 Test loading protocol 

The loading was carried out with two types of concrete blocks, weighing approx. 2.5 t and 1.1 t. 

Each concrete block was weighed while being placed on the bridge deck by the crane. Two types 

of loading were performed successively: 1) a three-point bending test with the concentration of 

the concrete blocks in the mid-region of the span and 2) a combination of shear and bending test 

with the shift of half of the concrete blocks already placed at the midspan to the left of the most 

pronounced shear crack on egde girder. Both tests were performed successively: one after another 

without un-loading phase.  

The loading history of both performed tests with the cumulative weight of concrete and the weight 

of each concrete block is shown in Fig. 5.  

 

Channel 1 Channel 6 
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Fig. 5: Loading history of three-point bending test (left) and shear test (right). 

 

2.3 Measured quantities and equipment setup 
In order to assess the resistance of the structure and its behaviour, three types of data were 

acquired: 1) load weight, 2) deformations of structure (deflections and crack width) and 3) AE 

signals and their properties.  

Load weight was measured with the weighting sensor RSCC3/5T-1 of capacity 5 t from Hottinger 

Baldwin Messtechnik (HBM). Measurements were performed on the crane arm during the lifting 

and placement of concrete blocks.  

Mid-span displacement was measured on the upper side of both curbs and at the bottom of the 

middle girder with HBM’s inductive displacement transducers (IDT) of type WA/100 mm. Crack 

width was measured on the inner side of the end girder on the downstream side with the self-made 

sensor. All measurements of deformations were computer controlled and processed with HBM’s 

CATMAN-AP software. 

The AE data acquisition was carried out with an outdoor DiSP-workstation unit. Real-time 

monitoring was enabled by the AEWin software and the acquisition system. Prior to acquiring any 

actual load test data, pencil lead break (PLB) tests were performed close to all sensors to check 

their sensitivity. Two sensors were placed on the end girder where crack width and displacement 

were measured, both approx. at the middle of web. First one was placed 1.4 m from end of the 

beam in the vicinity of the observed crack (Channel 1), and the second one 6.5 m from the end, 

near mid-span (Channel 6) as seen from Fig. 4. Threshold level was set to 45 kHz. All 

measurements and acquisitions were synchronised.   

 

2.4 Structural analysis 

To evaluate and compare the resistance of girder under observation, structural analysis with finite 

element method (FEM) was performed, based on obtained data. The system of longitudinal girders 

and transversal stringers was modelled with beam elements, with a T-shaped cross-section, and a 

deck slab with plate elements, as seen from Fig. 6. Maximal element size was 20 cm. Measured 

displacements indicated partial clamping at the middle and end support which was determined 

upon iteration during calibration of displacements. With the addition of bending stiffness at 

support 2 (Fig. 2) was 2 x 104 kNm/rad and 103 kNm/rad at support 3 roller supports was changed 

to partially clamped support. Loads were applied as surface load areas, contributed according to 

test loading protocol. Software SOFISTIK® was used for analysis. 
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Fig. 6: Model for finite element analysis (girder modelled with beam elements and T cross 

section – left; deck modelled with plate elements, connected with beam elements in their centre 

of gravity). 

 

 

3. Results 

 

Obtained data from displacement measurements indicate linear elastic behaviour of structure 

during bending tests (Fig. 7) with ratio uel/u 1.0. Soon after the beginning of the shear-bending 

test, elasticity theory could not be applied anymore since the ratio uel/u dropped to approx. 0.5 with 

the apparent loss of initial stiffness, still it was used for determination of the load amount. 
 

  
 

Fig. 7: Comparison of measured and calculated displacements: bending test (left) and shear test 

(right). 

 

Correlation between crack width and displacement was retained throughout both tests with a 

notable difference in the behaviour of superstructure (Fig. 10): more pronounced increment of 

displacement of mid-span in bending test (blue) and crack width in shear test (green). 

 

 
 

Fig. 8: Correlation between the measured displacement and crack width. 

 

The time-dependent values of some typical AE parameters are depicted in Fig. 9 and 10. The line 

is the moving average of 20 counts.  
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Fig. 9: Time history of (b) accumulated AE activity, (c) Average frequency, (d) RA, and (e) AE 

energy for the three-point bending test (left) and shear test (right) with shear force diagram (a) 

for Channel 1. 
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Fig. 10: Time history of (b) accumulated AE activity, (c) Average frequency, (d) RA, and (e) AE 

energy for the three-point bending test (left) and shear test (right) with shear force diagram (a) 

for Channel 6. 

0

200

400

600

800

1000

1200

B
en

d
in

g
 m

o
m

en
t 

(k
N

m
) MR (8ϕ28)

ME

Mrf

Mcr

(a)

0

200

400

600

800

1000

1200
MR (8ϕ28)

ME

Mrf

Mcr

0

5000

10000

15000

0

200

400

600

800

1000

A
E

 c
o

u
n
ts

(b)

0

5000

10000

15000

0

200

400

600

800

1000

C
u
m

u
la

ti
v
e 

A
E

 c
o

u
n
ts

0

20

40

60

80

0

10

20

30

40

50

60

A
-F

re
q

 (
k
H

z)

(c)

0

20

40

60

80

0

10

20

30

40

50

60

M
o

v
in

g
 a

v
er

ag
e 

  
  

  

A
-F

re
q

 (
k
H

z)

0

10

20

30

40

50

60

70

0

10

20

30

40

50

60

R
A

 (
μ

s/
V

)

(d)

0

10

20

30

40

50

60

70

0

10

20

30

40

50

60

M
o

v
in

g
 a

v
er

ag
e 

R
A

 

(μ
s/

V
)

0

50

100

150

200

250

300

0

10

20

30

40

50

60

E
n
er

g
y

(e)

0

50

100

150

200

250

300

0

10

20

30

40

50

60

M
o

v
in

g
 a

v
er

ag
e 

E
n
er

g
y

115



 

  
 

Fig. 11: Density scatter plot of AF/RA values of Channel 1 (left – three point bending test; 

right – shear test). 

 

  
 

Fig. 12: Density scatter plot of AF/RA values of Channel 6 (left – three point bending test; 

right – shear test). 

 

Slightly increased AE activity can be noticed in the mid-span of the girder during the bending test 

(Fig. 9 and 10): two peaks of AF, RA, and energy show weak intensification of micro cracking 

still, average values remain quite low and cannot be associated with the presence of any live and 

active cracks. As seen in Fig. 12 type of deformation was mostly intergranular and transgranular. 

Regarding bending resistance of girder, no major fracture mechanisms were expected, since load 

applied was not in range of yielding of longitudinal reinforcement or rupture of girder. General 

AE activity was lower in the shear test (Fig. 9 and 10), the number of recorded hits is almost three 

times smaller than the number of hits accumulated in the bending test. As in the bending test, 

average values of AF, RA and energy are low. However, they still demonstrate a connection with 

the resistance of the structure: in the eighth loading step, there is a noticeable increase in AE events, 

followed by a more quiescent phase with a noticeable drop of energy, AF, and RA values. As in 

the case of the bending test and seen from Fig. 11 type of deformation was mostly intergranular 

and transgranular, leading into obvious loss of stiffness and resistance. The coincidence of 

concrete shear capacity and acoustic activity is apparent, still, it must be noted that elasticity theory 

and the shear force determined by it cannot be directly applied in the case of performed shear test. 

Since, with any of the tests, the ultimate bearing capacity of the structure was not exceeded, the 

Kaiser and Felicity effects are not negligible in the interpretation of results. Given the clear pattern 

of the formed cracks, the question is how much energy can still be released when loading a 

structure with an unknown loading history. 

 

 

4. Conclusions 

 

AE is already recognised and established as a useful non-destructive technique for the assessment 

of microstructural changes in structures of the built environment. Yet examples of the use of AE 

in the characterisation of micro- and macrostructural changes and consequences leading to the 

specifics of the structural behaviour of existing structures are rare. From obtained and analysed 

data we can conclude: 
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 AE is a method that can give meaningful results even when determining the load capacity 

of existing structures. 

 In the case of decaying structures with significant material degradation and an existing 

crack system, qualitative analysis can be made with AE, which provides an insight into the 

condition of the material(s) of the structure and the fracture behaviour of the structure.  

 AE values acquired are markedly reduced in case of preexisting cracks, especially values 

of AF, RA, and energy. However, there are qualitative differences between the data, which 

enable the identification of additional fractures in the material structure. 

 

The performed data analysis shows the potential of AE. Due to the corrosion of the reinforcement 

and the questionable adhesion with concrete, more comparative studies of this kind on real objects 

are needed.  
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ABSTRACT 

 

As existing concrete structures age, several degradation phenomena can endanger their structural 

safety. A severe threat to the integrity of concrete is posed by the alkali-silica reaction, which 

starts internally by the formation and swelling of a hydrophilic gel and eventually leads to concrete 

cracking. The acoustic emission technique can be applied to monitor ongoing damage caused by 

degradation processes. However, due to the working principle of the technique, only active 

damage can be detected. This paper investigates damage activation protocols to assess already 

existing damage in a limited timeframe. Small concrete samples that were deteriorated up to a 

target damage level in an accelerated way are investigated. Several activation protocols such as 

changing the moisture content, applying temperature fluctuations, and heating the samples with a 

heat lamp are applied and analyzed. It is found that changing the moisture content is most 

promising in terms of AE activation, its ability to distinguish damaged and undamaged samples, 

and allow damage localization.  

 

Keywords: Acoustic emission, reinforced concrete, alkali-silica reaction, damage assessment.  

 

 

1. Introduction  

   

Durability and serviceability of existing reinforced concrete (RC) structures has become an 

important concern. Besides reinforcement corrosion, one of the most harmful degradation 

processes is alkali-silica reaction (ASR). This damage process starts internally by the chemical 

reaction between reactive siliceous aggregates and a cement paste having a high alkali content. In 

order for the reaction to occur, the moisture content should be high enough. This leads to the 

formation of an expansive hydrophilic gel. Due to swelling of this gel, concrete cracking may be 

initiated which threatens the structural integrity. 

In today’s practice, deterioration due to ASR is determined by visual inspection of the typical 

cracking pattern and by petrographic examination performed on cores taken from the structure. 

Non-destructive techniques can be a valuable addition to assess the condition of RC structures 

from an early stage in the damage process. In this respect, the use of the acoustic emission (AE) 

technique has been investigated. Researchers have applied the AE technique in a laboratory 

environment to continuously monitor the damage progress [1-4]. It was found that the AE 

technique is able to detect ongoing crack formation due to ASR and that the AE activity is related 
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to the rate of ASR degradation [1]. AE intensity analysis showed a good correlation with the 

damage level when compared to petrographic analysis [1]. Farnam et al. [2] performed a signal-

based analysis and found that the frequency of the AE events may be used to determine whether 

an aggregate or the concrete matrix is cracking. 

Due to the working principle of the AE technique, only active damage can be detected, meaning 

that the damage needs to occur when the structure is monitored. In case of existing structures, it 

can be valuable to detect and locate the already existing damage. Therefore, damage needs to be 

activated in order to be measurable with the AE technique. A currently applied technique to 

activate damage in RC structures is proof loading using a static or moving load. An example on 

an ASR-affected bridge can be found in Yang et al. [5]. Damaged zones could be localized and 

the additional damage due to proof loading was found to be limited [5].  

Proof loading can be applied on bridge decks in a straightforward manner. However, also several 

other structures such as RC wall panels, walls, columns, and tunnels can show deterioration due 

to ASR. For these applications, no damage activation method exists yet. Therefore, new damage 

activation protocols are needed to assess already existing damage and degradation progress in 

these types of structures. 

This paper investigates protocols that activate degradation processes in concrete structures to allow 

AE-based damage assessment of slow degradation processes. Focus lies on an initial testing 

campaign on small concrete samples that were deteriorated in an accelerated way to a target ASR 

damage level. The aim is to develop a successful activation protocol that is able to: increase the 

AE event rate compared to a baseline level, distinguish undamaged and damaged samples, and 

locate damaged zones. The applied activation protocols will be evaluated as such. 

 

 

2. Experimental program 
  

2.1 Materials and specimen preparation 

Two samples with dimensions 300x300x75 mm were made of which one was used as a reference 

sample (further denoted as ‘ASR1’) and one was deteriorated up to a target damage level (further 

denoted as ‘ASR2’). ASR was accelerated by adapting the concrete composition and by placing 

the sample in an accelerated ASR setup.  

In case of the composition, 50% of the aggregates was replaced by white glass as this is found to 

be very reactive (Fig. 1 a.) [6]. Ordinary Portland cement without fly ash (CEM I 52.5N) was used 

as it contains a higher alkali content compared to other cement types. To further increase the alkali 

content, 50% of the water was replaced by sodium hydroxide solution (1M NaOH). The final 

concrete composition is shown in Table 1. In each sample, a thermocouple was placed in the 

middle to measure internal temperature variations during the activation protocols (Fig. 1 b.). The 

samples did not contain any reinforcement. 

 

Table 1: Concrete composition.  

 

Materials 
Aggregates 

4/14 

White glass 

4/14 

Cement 

CEM 52.5N 

Sand 

0/4 
Water 1M NaOH 

Amount (kg/m3) 635 635 350 620 82 82 

 

In standardized accelerated tests (e.g. RILEM [7]), samples are stored at high humidity levels and 

at high temperatures. The higher the temperature, the faster the process [8]. Therefore, the sample 

that was subjected to accelerated ASR was stored in an oven having a temperature around 60°C 

while being immersed in water. The setup is shown in Fig. 1 c. The other sample was stored in a 

temperature-controlled room (±20°C). 
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 a)  b)  c) 

 

Fig. 1: a) White glass to replace 50% of the aggregates, b) mold with thermocouple in the 

middle, and c) accelerated ASR setup in oven. 

 

On both samples, two DEMEC points were attached to all sides with a distance of 20 cm between 

each other to measure the elongation representing the evolution of ASR damage. The elongation 

was measured every two or three days during the accelerated ASR test for both samples and a 

visual inspection was carried out to follow-up crack formation. No AE monitoring was performed 

during the accelerated ASR test. 

 

2.2 Activation protocols 

The damaged sample was removed from the accelerated setup when an average linear expansion 

of 0.1% was reached and small cracks were visible. No expansion was measured for sample ASR1 

meaning that ASR has not initiated. Next, the samples were stored for 6 weeks in a temperature-

controlled room (20±1°C) in order that the degradation progress decreased to a very low rate. In 

week 7, the samples were placed in a climate chamber (20±1°C and 60±5% RH) and a baseline 

AE measurement was performed for 60 hours to have an idea about the AE activity. Hereafter, 

varying the moisture level and (ambient) temperature were investigated as possible activation 

protocols. Focus lies on activation protocols that do not include loading. The following conditions 

were varied during a first test series and shown in Fig. 2: 

(1) moisture level: spraying the samples with tap water every 15 minutes (6 times) 

(2) moisture level: wet-dry cycles by partly submerging in tap water (each condition had a 

duration of one hour, 2 cycles were performed) 

(3) ambient temperature (while being submerged in water): from 20 to 10°C in 7 hours 

(4) ambient temperature (while being submerged in water): from 10 to 30°C in 7 hours 

(5) ambient temperature (while being submerged in water): from 30 to 20°C in 7 hours 

(6) temperature: heat lamp (2x220W) in front of the samples (at a distance of 35 cm) for 1.5h 

 

 
 

Fig. 2: Overview of the setups for the activation protocols. 
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In between each test protocol, the humidity level and temperature were kept constant at 20±1°C 

and 60±5% RH for a minimum of 15 hours. After the first test series, the protocols that seemed 

most promising were selected and repeated in a second test series to verify the results. 

 

2.3 Acoustic emission sensing 

A Vallen ASMY-6 acquisition system with eight channels was used during each activation 

protocol. Resonance sensors with a resonance frequency of 150 kHz (range 100-450 kHz) were 

attached on the specimen surface with vacuum grease. Four sensors were attached in a 2D setup 

on each sample. Fig. 2 shows the AE setup for each activation protocol. The amplitude threshold, 

pre-trigger time, duration discrimination time, and rearm time were set to 40 dB, 400 μs, 500 μs, 

and 500 μs respectively. The sampling rate was set to 5 MHz. With 8192 samples being stored, 

the length of the stored signal was 1638.4 μs. During acquisition, the digital frequency filter was 

set between 50 and 500 kHz. 

 

 

3. Results and discussion 

 

3.1 Test series 1 

After 16 days in the accelerated ASR setup, an average linear expansion of 0.1% was measured 

on sample ASR2. When the sample was removed from the oven, stains and fine cracks (crack 

width <0.05 mm) in the typical ASR pattern could be observed indicating that ASR has initiated 

internally (Fig. 3 a). A larger crack was observed at the side with a maximum crack width of 0.1 

mm (Fig. 3 b).  

 

  
 

Fig. 3: a) Stains and cracks on the top surface of ASR2, and b) crack at one of the sides. 

 

Fig. 4 gives an overview of the amount of AE events recorded per hour for the different activation 

protocols. It can be observed that wetting the samples by spraying or wet-dry cycles causes more 

AE events per hour to be detected compared to the baseline measurement. Also, upon wetting, 

more events are recorded for the damaged sample ASR2 than for the reference sample ASR1. This 

may be caused by the water being absorbed by the cracks resulting in an increase of the AE activity.  

In previous work on corrosion, it was found that daily fluctuations of the ambient temperature have 

an effect on the corrosion rate and therefore the AE activity [9]. In case of the ASR samples, 

varying the ambient temperature with a slow rate does not lead to an increase of the AE activity, 

nor in case of the reference sample, nor in case of the damaged sample. From the thermocouple 

measurements, it was noticed that the internal temperature change of the samples was around 6°C 

in case of activation protocols (3) and (5), and 13°C in case of activation protocol (4). For all slow 

temperature variations, AE activity levels are comparable with the baseline levels.  
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When a heat lamp is placed in front of the samples, which leads to a more rapid increase of the 

internal temperature of around 20°C in 1.5h, sample ASR1 recorded a substantial higher amount 

of AE events compared to its baseline level. Also ASR2 showed an increase in AE activity. In 

contrast to the activation protocols involving wetting of the samples, more events were recorded 

for the undamaged sample than for the damaged sample. It can be assumed that stress 

concentrations and new cracks arise in case of the reference sample due to temperature gradients 

and that existing cracks accommodate the thermal stresses and may therefore reduce further crack 

formation, yet friction in the existing cracks may occur and cause AE events. However, no clear 

differences could be noticed when analyzing the AE activity in the respective samples in terms of 

amplitude, energy, RA- and AF-values. 

 

 
 

Fig. 4: AE event rate for each activation protocol for samples ASR1 and ASR2 for test series 1. 

 

Fig. 5 shows the localization results of both the reference and damaged sample for the activation 

protocols during which most AE events were detected: spraying the samples with water (1), 

subjecting the samples to wet-dry cycles (2), and heating the samples with a heat lamp (6). 

In case of wetting of the samples by spraying or wet-dry cycles, more events are localized in case 

of the damaged sample. Events are mainly localized in the vicinity of cracks. When the sample is 

suddenly heated, most events were localized in the reference sample. In case of the damaged 

sample, events are localized close to the largest cracks. 

 

 a) 

122



 

 b) 

 c) 

 

Fig. 5: Localization results of test series 1: a) spraying the samples with water, b) subjecting 

the samples to wet-dry cycles, and c) heating the samples with a heat lamp; The left figure 

shows the result of sample ASR1, the right figure shows the results of sample ASR2. 

 

3.2 Test series 2 

Three activation protocols were repeated on the same samples to investigate whether the obtained 

results are reproducible and the conclusions drawn from the AE data are consistent. In this test 

series, spraying of the samples (1), wet-dry cycles (2), and heating (6) were re-applied. The event 

rate (events/hour) for each sample and activation protocol is shown in Fig.6. 

 

 
 

Fig. 6: AE event rate for each activation protocol for samples ASR1 and ASR2 for test series 2. 

 

In case of wetting the samples by spraying or dry-wet cycles, again more AE events were detected 

for the damaged sample, which is similar to test series 1. In this test series, when heating the 

samples with heat lamps, more events were detected for the damaged sample, which does not agree 

with the previous findings. However, it should be noted that this time the samples were only heated 

until a temperature difference of 12°C was reached (compared to 20°C for test series 1) which took 
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around 1h. Hence, limited new cracking will have formed in ASR1, while friction in the existing 

cracks would still have occurred in ASR2. 

The localization results are shown in Fig. 7. For each of the activation protocols, less events could 

be localized in general compared to test series 1. More events were localized for the damaged 

sample ASR2 compared to ASR1. 

 

 a) 

 b) 

 c) 

 

Fig. 7: Localization results of test series 2: a) spraying the samples with water, b) subjecting 

the samples to wet-dry cycles, and c) heating the samples with heat lamps; The left figure 

shows the result of sample ASR1, the right figure shows the results of sample ASR2. 

 

3.2 Evaluation activation protocols 

Table 2 gives an overview of the tested activation protocols and their potential to be used to assess 

existing damage due to ASR. In this table, the first row summarizes the tested activation protocols. 

The second, third, and fourth row indicate three requirements of a successful activation protocol, 
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respectively i) if the event rate is increased compared to the baseline measurement, ii) if the 

activation technique is able to distinguish between undamaged and damaged samples, and iii) if 

the activation protocol allows to localize damaged spots. Whether the statement is valid, partially 

valid, or not valid is indicated by +, + / ‐ , and ‐ respectively.  
 

Table 2: Evaluation of the activation protocols with (+) indicating that the statement on the left is 

valid, (+‐ ) indicating that it is partially valid, and (–) indicating that it is not valid. 

 

Activation protocols (1) Spraying (2) Wet-dry cycles (3)-(5) Temperature (6) Heat lamp 

Increase event rate? + + - + 

Distinguish 

undamaged/damaged? 
+ + - +- 

Locate damaged 

spots? 
+- +- - +- 

 

For all requirements, a positive mark (+) is preferred. For the first row on the increase of event 

rate, all activation protocols except increasing the ambient temperature lead to an increase of the 

AE activity. This increase in activity is required as a difference with the AE baseline level is 

preferred. Otherwise, the activation protocol does not have significant influence and would 

therefore be inefficient.  

The second row concerns the ability to distinguish between damaged and undamaged samples. 

The eventual aim of applying an activation protocol is to have an insight in the different damage 

levels of a structure. Therefore, the protocol should be able to distinguish damaged from 

undamaged zones. Based on the AE activity, samples could be distinguished in case of the 

activation protocols that intervene with the moisture level of the sample. Increasing the ambient 

temperature did not allow to distinguish the damage level. In case of the heat lamp, an increase 

was noticed twice, but the results of the two test series were inconsistent. 

The last row reflects on the ability to locate damaged spots. On a full-scale structure, localization 

of damage hot-spots would give the ability to pinpoint the zones that require more attention. It 

could allow more dedicated inspection. In test series 1, AE events were localized near the cracks 

in the damaged sample in case of spraying with water and wet-dry cycles. In test series 2, few AE 

events could be localized. Therefore, this was indicated as +-. It should be further investigated 

whether this protocol allows to localize damage correctly. In case of the heat lamp, events were 

localized around the most damaged zones in ASR2. However, the AE source locations were not 

consistent between both test series and also many events were localized for the undamaged sample 

making the protocol less reliable. 

From this analysis, changing the moisture content seems the most promising activation protocol.   

 

 

4. Conclusions 

 

This paper investigated protocols for activating slow degradation processes in concrete to allow 

AE-based damage assessment. In an experimental testing campaign, a concrete sample was 

deteriorated in an accelerated way to a target ASR damage level. A non-damaged reference sample 

was used for comparison. Two test series were performed. In a first test series, several activation 

protocols were tested. After this first series, the protocols that seemed most promising were 

selected and performed again to verify the results in a second test series. 

From the first test series, it was found that wetting the samples or heating the samples with a heat 

lamp gave best results in terms of AE activity and localization. Changing the ambient temperature 
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had no significant effect. In test series 2, wetting was found to give similar results compared to the 

first test series. In case of the heat lamps, findings were less in agreement, however, this might 

have been due to a change in heating time. 

The activation protocols were evaluated based on three statements: (1) increase in AE activity, (2) 

differentiation of damaged and undamaged samples, and (3) localization of damaged zones. 

Changing the moisture content seems the most promising activation protocol. 

Future work will focus on the application of these protocols on larger samples in which damaged 

and undamaged zones are present in the same sample. The protocols will also be applied on 

corroded RC samples to activate corrosion-induced damage. 
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ABSTRACT  

 

This study focuses on the potential of Textile Reinforced Cementitious (TRC) composites with 

alkali-resistant glass textile to reinforce masonry structures. In particular, a better identification 

of the debonding mechanisms is a crucial point for a more efficient use of these composites.  

Twelve single-lap shear bond tests are performed to investigate four strengthening configurations 

- two matrices and two reinforcement ratios. This paper discusses the applicability of acoustic 

emission to assess the damage state of TRC during adherence testing. The flexibility of the matrix 

used and the amount of reinforcement of the TRC affect the cumulative amplitude distributions. 

The accumulation of the partial frequency associated with high frequency (above 400 kHz) is a 

precursor of a strong contribution of the textile in the load transfer.  

 

Keywords: Textile Reinforced Cement (TRC), TRC-to-masonry bond, Acoustic Emission, 

Univariate analysis.  

 

 

1. Introduction  

   

A strong need for reinforcement of existing masonry structures has emerged in recent years.  In 

response, inorganic matrix composites are proving to be interesting and effective solutions to 

significantly increase the strength and/or ductility of these structures [1]. These composites are 

listed in literature as Textile Reinforced Mortar or Concrete (TRM or TRC), Fabric-Reinforced 

Cementitious Matrix (FRCM), Cementitious Matrix Grid (CMG). They consist of one or more 

layers of textile embedded in an inorganic matrix, and therefore offer good compatibility 

(chemical, physical and mechanical) with substrate when applied on masonry structural elements.   

In the context of structural strengthening by external bonding of composites, the tensile properties 

of the composites play a predominant role in the effectiveness of the strengthening. TRC-

composites exhibit a non-linear tensile behavior, usually characterized by the following three 

phases [2]. The first phase is a linear elastic part until the matrix cracks. Then begins a multiple 

cracking phase, with the formation of transverse cracks whose number and location depend on the 

reinforcement ratio and on the fabric-to-matrix bond. At last, a crack-widening phase takes place 
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during which the openings of the existing cracks increase and the fabrics support the applied loads. 

TRC-composites usually failed either by textile failure when it reaches its tensile strength, or by 

slippage of the fabric from the inorganic matrix. When TRC-composites are externally bonded on 

masonry substrates, they usually failed prematurely due to debonding at the TRC-to-masonry 

interface, or at the textile-to-matrix interface in the TRC (interlaminar failure). In these cases, the 

textiles in composites, although relatively expensive, are not used to their full potential. It is thus 

appropriate to turn to a more detailed understanding of the TRC-to-masonry bond behavior, and 

the use of acoustic emission (AE) method may be of great interest in this context to provide 

information on the progressive damage in materials. The aim of this contribution is to characterize 

the behavior of two TRC-composites bonded to masonry by means of single-lap shear bond tests. 

AE sensors are installed on specimens for assessing damage mechanisms and their progression. A 

Distributed Fiber Optic Sensing (DFOS) and Digital Image Correlation are also mobilized to 

obtain a more detailed characterization of the behavior of the specimens.  

 

 

2. Experimental study 
  

Stack bonded clay brick prisms (Fig. 1 (a)) were prepared using five solid bricks of size 

250 × 120 × 55 mm3, and a hybrid mortar, in volume proportions of 2 water: 1 cement: 2 lime: 4 

sand. The TRC-composites, externally bonded to these masonry prisms, comprised one or two 

layers of an AR (Alcali Resistant)-glass textile and an inorganic matrix. Two different matrices 

were used, named M1 and M2. The M1 matrix was ettringitic, made of white cement, slag, 

gypsum, additives and water. The M2 matrix was composed of a Portland cement, silica sand, 

additives and water. These matrices have in common a high workability to avoid any damage to 

the optical fiber during casting. The mechanical properties of both substrate and TRC components 

are collected in Table 1. The bonded area between TRC and masonry was 250 × 50 mm2 (length 

× width), and the fabric protrudes from the TRC by a length of 320 mm. Three specimens were 

tested for each combination, for a total of 12 tests. The four studied configurations are denoted by 

Mx-yL-z, with x, the type of matrix, y, the number of textile layers, and z, the specimen number. 

The single-lap shear tests were carried out using a Zwick testing machine, equipped with a 65 kN 

load cell. A steel system (Fig. 1 (b)) blocked the vertical movements of masonry. The end of the 

fabric was equipped with aluminum tabs, with a hole in which a pin was inserted and connected 

the specimen to the traction machine. The tests were performed under displacement control at 

0.1 mm/min, until the specimen failed.  

 

    
(a) (b) (c) (d) 

 

Fig. 1: Specimens geometry with locations of (a). AE sensors, and (b) optical fiber (c). Test 

setup, and (d) Failure mode for M2-2L-1. 
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Table 1: Properties of the constituent materials used. 

 

MATERIALS PROPERTIES  

Masonry (characterized in [3], [4]) 

Clay bricks Splitting strength: 2.46 (MPa); Compression strength: 17.89 (MPa)  

Mortar joints Flexural strength: 6.58 (MPa); Compression strength: 26.63 (MPa)  

Textile Reinforced Cement (TRC) composites (characterized in [5], [6]) 

Matrix M1 Tensile strength: 3.5 (MPa); Tensile modulus: 10700 (MPa)  

Matrix M2 Tensile strength: 4.5 (MPa); Tensile modulus: 14000 (MPa)  

AR glass textile 
Cross-sectional area, and perimeter of a yarn: 2.2 (mm2), and 7 (mm) 

Tensile strength: 520 (MPa); Tensile modulus: 35000 (MPa)  

 

A Mistras Express 8 AE system was used to measure the AE signals during testing. Eight wideband 

micro 80 sensors were placed on each specimen (see Fig. 1 (a)), preferentially positioned around 

the bonded area, where damage was expected. They were connected to 2/4/6 pre-amplifiers, with 

40 dB gain. The AE timing parameters were chosen as 50 µs for Peak Definition Time, 100 µs for 

Hit Definition Time, and 200 µs for Hit Lockout Time. The threshold value was set to 40 dB, and 

the sampling rate was 2 MSPS. Two displacement transducers were bonded on either side of each 

specimen to measure the displacement.  

Among the three identical specimens, for cost reasons, only one of them was equipped with an 

optical fiber sensor, linked with an ODiSI-6 LUNA device. As shown in Fig. 1 (b), the 2 m long 

fiber snaked through the TRC, hung in some lengths on the textile fibers, so that it allowed both 

textile and matrix strain measurements in the TRC-composite. The spatial resolution was 2.6 mm 

and the recording frequency was set to 1 Hz. The Digital Image Correlation technique was applied 

to measure the displacement field on the surface of both masonry prism and the TRC-composite. 

 

 

3.    Mechanical results  

 

Different and mixed failure modes were observed in this study, and are listed in Table 2. The 

diagrams provided in this table allow to understand the coding by letters. Main failure modes were 

mode A, a cohesive failure at the TRC-to-masonry interface, mode C, a debonding at the textile-

to-matrix interface, mode E, a crack propagation in the TRC, and mode F, a textile failure.  

 

Table 2: Failure modes of specimens. 

 

Specimen 

number 
1 2 3 

 
*see Fig. 1(d) 

M1-1L A+C+E A+C+E A+C+E 

M1-2L A+C+E A+C+E A+C+E 

M2-1L F A+E+F E+F 

M2-2L E+F* F A+C+E+F 
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Fig. 2 presents the response curves of the tested specimens, in terms of applied load in right axis, 

and textile axial stress in left axis. It can be noted that the softer the matrix is, the greater the 

deformability is. Moreover, higher reinforcement ratios result in higher failure loads, but do not 

have a significant influence on maximum textile axial stresses. For all specimens, the exploitation 

rates of textile (ratio between the maximum textile axial stress and the textile tensile strength) is 

on average 62%, with a standard deviation of 12%.  

 

 
(a) 1 AR-glass layer 

 
(b) 2 AR-glass layers 

 

Fig. 2: Response curves of single-lap shear tests in terms of textile axial stress and applied load 

versus displacement for specimens with (a). one strengthening layer, and (b). two strengthening 

layers. 

 

 

4.    AE monitoring results  

 

Univariate analysis was carried out by using features extrapolated from the recorded AE 

waveforms. The results presented here will focus on the evolution of the amplitude of the AE 

signals, and of the partial power, here named PP3, that measures the signals frequency contribution 

within 400-1000 kHz. Previous studies [7, 8] have shown that fiber failures lead to significant 

contributions at frequencies above 400 kHz. The monitoring of this feature is therefore important 

to know the contribution of the textile in the load transfer. 

The DFOS technology measures the strains of the textile within the TRC and shows that, before 

cracking, the strain is maximal at the loaded end of the TRC, and decreases along the specimen, 

until reaching zero at a given distance, called stressed length, 𝐿𝑠 (see Fig. 3). 

 

 
 

Fig. 3: Evolution of the textile strains of M1-1L-1 along the bonded length and definition of 𝐿𝑠. 
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Fig. 4 superimposes the evolution of 𝐿𝑠 with the measured acoustic activity, and shows that as 

long as 𝐿𝑠 was not almost stabilized, no acoustic activity was recorded.  

 

  
(a) M1-1L-1 (b) M1-2L-1 

  
(c) M2-1L-1 (d) M2-2L-1 

 

Fig. 4: Cumulative AE amplitudes and stressed lengths (DFOS) versus textile axial stress for the 

four specimens monitored with DFOS. 

 

Fig. 5 shows a log-linear plot of the cumulative AE amplitude (by summing over all sensors) 

versus the textile axial stress for all the tested specimens. By setting aside M2-2L-2 which presents 

a singular behavior (failure mode, ultimate load), at low loads, the softer the matrix is, the higher 

the cumulative amplitude is. Gradually, the influence of the matrix is reduced and the cumulative 

amplitudes are relatively similar for all specimens at the failure. Moreover, with higher 

reinforcement ratios, the recorded cumulative amplitudes are higher, which can be related to the 

greater number of cracks developed in specimens with two strengthening layers.  

 

 
(a) 1 AR-glass layer 

 
(b) 2 AR-glass layers 

 

Fig. 5: Cumulative AE amplitudes (logarithmic scale) versus textile axial stress for specimens 

with (a) one strengthening layer, and (b). two strengthening layers. 

 

131



 

Progressive accumulation of partial power PP3 versus the textile axial stress is shown in 

Fig. 6. Specimens whose cumulative PP3 increase most rapidly with loading are those with the 

lowest failure loads, and then with the lowest textile exploitation ratios.  

 

 
(a) 1 AR-glass layer 

 
(b) 2 AR-glass layers 

 

Fig. 6: Cumulative PP3 [400-1000 kHz] versus textile axial stress for specimens with (a) one, 

and (b). two strengthening layers. In the legends, in brackets, are indicated the exploitation rates 

of textiles. 

 

To ascertain the link between PP3 and the contribution of textiles, it is interesting to look in more 

detail at the specimens that showed a type E failure mode, and equipped with DFOS and DIC, 

namely M1-1L-1, M1-2L-1, and M2-2L-1. For these specimens, Fig. 7 shows the evolution of 

cumulative PP3 over stress intervals of 25 MPa during loading. On the same figure is plotted the 

evolution of the total crack width (sum of all crack openings). At the time of cracking, the matrix 

no longer supports the applied load and the textile takes the full load. Strong increments of PP3 

are then observed. Between two cracking instants, the opening progressively increases due to the 

progressive debonding at the textile-to-matrix interface. PP3-increments are then recorded, less 

important than during cracking, but present and relatively constant over all stress intervals between 

two cracks.  

 

   
(a) M1-1L-1 (b) M1-2L-1 (c) M2-2L-1 

 

Fig. 7: PP3-increments per 25 MPa-stress intervals, in comparison with the total crack width 

(obtained by DIC), for specimens monitored by DFOS and DIC. 

 

 

5. Conclusions 

 

This study focuses on the potential of acoustic emission to analyze the progression of debonding 

during shear bond tests on glass TRC to masonry substrate. The main results are as follows: 

 The acoustic activity is initiated when the stressed length, over which the strains develop, 

is stabilized. 
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 The stiffness of the matrix has an influence on the acoustic emissions at low loads. Based 

on the two matrices used in this study, the softer the matrix, the higher the cumulative 

amplitudes. 

 Specimens with two layers of textile record more intense acoustic activity than those with 

a single layer. This correlates with the opening of more cracks in the upper part of the 

cementitious matrix in these specimens.  

 The higher the cumulative partial power PP3 (400-1000kHz), the more the failure occurs 

at a low textile exploitation ratio. Monitoring this indicator therefore provides information 

on a high rate of textile work at a given load. 

 For specimens M1-1L-1, M1-2L-1, and M2-2L-1, equipped with DFOS and DIC, and 

failed by a type E failure mode, PP3 increments appear to be related to crack development 

in the specimens. 

 

Further analysis needs to be developed, but this study shows that univariate analyses of the AE 

features already provide valuable insight into the levels of damage to the TRC during shear bond 

tests. It will be necessary to ensure that this method of analysis, on the scale of a structural element, 

remains viable on a larger scale. 
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ABSTRACT 

 

Acoustic Emission (AE) is an effective method to monitor and control the quality in different 

technical processes and phenomena, including tribology and fracture mechanics. However, in 

highly dynamic processes such as Laser Additive Manufacturing (LAM) of metal, the processing 

of AE signals is very burdensome. At the same time, artificial intelligence (AI) has been considered 

as a new and powerful tool to overcome the complexity of the large data processing with a 

reasonable computational time. In this contribution, we have summarized our prior works. To 

start with, we demonstrated that the combination of AE with state-of-the-art signal processing 

including AI makes it possible to differentiate several process conditions, workpiece quality and 

materials. Then, we present some limitations when changing process parameters and materials. 

Finally, we also introduce alternative AI methods to reduce the amount of data needed to train the 

AI algorithms as well as transfer the knowledge from one material to another one. This will give 

the reader an overview of the advances of monitoring the LAM process combining AE with AI 

techniques to make a significant step forward in in situ and real-time process monitoring and 

quality control. In particular,  

 

Keywords: Acoustic emission, additive manufacturing, artificial intelligence, machine learning, 

online monitoring. 

 

 

1. Introduction 

   

In the last decade, Additive Manufacturing (AM) has been considered by many industries and 

scientists as the next industrial revolution [1]. This is particularly the case for Laser Powder Bed 

Fusion (LPBF) technology, the most studied laser-based three-dimensional (3D) printing process. 

The reasons are threefold. First, it is considered as the most promising technology to alter the 

supply chain and logistics [2, 3]. Second, unlike conventional material removal methods, AM is 

based on additive material method. Consequently, the quantity of raw material employed is highly 

resource-efficient, creating essentially no waste and decreasing both tooling and material costs 
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extensively [4]. Lastly, it obliterates most geometrical constraints of the workpieces as compared 

to conventional subtractive manufacturing [5]. 

Although significant progress has been made by the machine manufacturers to increase the process 

efficiency and reliability, the latter is limited, thus, preventing this technology to be considered by 

industries where reliability and quality of the workpieces are of utmost importance such as medical 

and aerospace [1]. It is mainly due to the complexity of the underlying physics of the laser-powder 

material interaction generating short lifetimes events such as rapid material melting and 

solidification followed by cyclic heating and cooling; melt pool dynamics and defect formation 

(e.g. cracks and pores) [6]. Under such circumstances, the quality of the produced part is obviously 

highly dependent on the choice of process parameters such as laser characteristic (beam shape, 

size and quality), scan velocity and strategy, hatch distance, powder layer thickness, etc. In 

addition, these parameters are material and machine-dependent. Nevertheless, any slight 

deviations of these parameters or any minor changes in laser optics, mechanical and optical 

material properties, or particles configuration of the powder in the melt zone may result in porosity, 

cracking and/or residual stress inside the workpiece [7], resulting finally in poor mechanical 

properties [8]. One attractive solution to guarantee the reliability and quality of the produced parts 

are in the development of in situ and real-time monitoring systems [9]. 

Based on the different reviews on process monitoring and control in metal-based AM systems [7, 

10-13], the most common monitoring method is in situ optical inspections of the process zone 

using photodiodes and high-speed cameras. Despite certain advantages, they are not industrialized 

yet as photodiodes are limited to the process zone's surface region whereas high-speed cameras 

involve high cost. In recent years, acoustic emission (AE) has attracted considerable attention as a 

promising alternative to optical and imaging sensors. AE are elastic stress waves generated by 

material transformation (e.g. in our case, laser-material interaction) and propagates within a 

medium (e.g. workpiece or air) [14]. Hence, it is one of the most effective monitoring methods for 

dynamical processes [15] and the reason are fourfold. First, AE have high sensitivity and great 

ability to quickly detect changes in processes. Second, AE sensors provide a high temporal 

resolution allowing localizing the events. Thirds, the hardware is relatively cheap. Last but not 

least, the data processing of AE signals is very fast since they are 1D signals as compared to 

imaging (2D data) or tomography (3D data). One of the first work was made by Wang et al. [16], 

who used a structure-borne AE sensor to monitor online crack initiation and propagation during 

the laser cladding process; a process close to AM. In 2017, Shevchik, Wasmer et al. started 

presenting and publishing their pioneer works on situ and real-time quality monitoring of the LPBF 

process by combining AE and artificial intelligence (AI) [17-20]. In these works, three qualities 

with pores concentration were produced by changing the process parameters. The AE signals were 

acquired airborne using a Fiber Bragg Grating (FBG). The AE signals were classified using 

various configuration of Convolutional Neural Network (CNN) and the accuracies ranged between 

83 and 89%. Further improvements of the AI algorithms were published, in particular by using 

deep learning methods in conjunction with two time windows to enhance the defect localization 

[21] and reinforcement learning; a self-learn AI method [22]. Also in 2017, Gaja and Liou [23] 

fixed a structure borne sensors on the based plate during laser direct energy deposition (L-DED) 

process. Using an unsupervised pattern recognition analysis (K-means clustering) in conjunction 

with a principal component analysis (PCA), they successfully distinguish two main defects types 

(cracks and pores) and their signal characteristics. Similar work was performed by Koester et al. 

[24], who installed an AE structure-borne sensor below the based plate during L-DED of Ti-6Al-

4V. The work studied correlations between AE and process noise with machine state variations 

and deposition parameters. Still, the data processing was straightforward and primarily qualitative. 

Finally, since 2020, the number of scientific contributions using AE for online monitoring of LPBF 

has increased significantly, each addressing a specific scientific question and bringing a small 

stone towards the development of a universal online monitoring system for laser AM processes 

[25-30]. 
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In most, if not all, contributions found in the literature have in common that the method is 

developed for a single material with very narrow process parameters. Obviously, these limitations 

are very important hurdles in the perspective of its industrialization. This contribution is an 

extension of our previous works [9],[17-22] addressing those issues for LPBF processing using 

AE and AI. Thus, Section 2 presents the experimental setup, material and data acquisition system. 

Section 3 gives insight into the AE features analysis for various process regimes and materials. 

Section 4 investigates the origin of the AE features. Section 5 presents the main classifications 

results for various material combination. Section 6 presents an alternative method to reduce both 

computation time and dataset via deep transfer learning methods. 

 

 

2. Experimental setup, material, data acquisition 

 

The samples and data acquisition for these studies were performed on an in-house LPBF machine 

shown in Fig. 1 [taken from [31]]. This setup is made of an enclosed chamber hosting a base plate, 

a recoater, and an Ytterbium fiber laser operating in continuous mode (CW) with a 1070 ± 10 nm 

wavelength, a spot size of 82 μm (1/e2), and a beam quality with an M 2 < 1.1. To avoid oxidation 

during the process, the chamber's atmosphere was monitored and had a maximum oxygen level of 

200 ppm. The experiment was to produce a series of overlapping line tracks. The scanning strategy 

was one-directional and parallel, with a hatch distance of 0.1 mm. In addition, it was equipped 

with an AM4I Sensor, which is a rugged, low cost, and high-sensitivity airborne sensor. It has its 

peak sensitivity at around 40 kHz and was 

placed at 10 cm from the laser-material 

interaction zone. Based on our experience in 

laser processing and to satisfy the Nyquist 

Shannon theorem [32], the data acquisition rate 

was set to 1 MHz. To ensure that the laser-

material interaction and the AE data obtained are 

synchronized, the recording of the signals was 

triggered by a photodiode using a beam splitter 

setup. 

In order to address the questions relative to the 

transfer of knowledge between materials, three 

different alloys with distinct optical, mechanical 

and thermal properties were selected. They are 

stainless steel (316L), bronze (CuSn8) and 

Inconel (Inconel 718), and all alloys had a 

powder particle size distribution ranging from 

10 to 45 m. The number of materials depended 

on the specific study. The material compositions 

and other details can be found in Drissi-Daoudi 

et al. [14].  

Finally, this study focused on the main four 

process regimes that are considered in the AM 

community [9]. They are balling, lack-of-fusion 

(LoF), conduction mode (CM), and keyhole 

pores (KP). Typical microstructures and AE 

signals for the different process regimes are 

shown in Fig. 2. In Fig. 2(b), the acoustic signals 

are split in windows with sizes of 5 ms for 

further signal processing.  

 

 
 

Fig. 1: Experimental setup with AE sensor. 

Taken from [31]; published by Elsevier 

under CC BY 4.0. 

 

 
 

Fig. 2: (a) Typical cross-section of the 

different process regimes; (b) typical AE 

signals for the corresponding process 

regimes. Taken and modified from [31]; 

published by Elsevier under CC BY 4.0. 
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3. Analysis of AE features during LPBF 

 

Inspection of Fig. 2(b) indicates an increase in the amplitude of the AE signal when moving from 

balling to keyhole pores process regime. From a physical point of view, it could be considered that 

the amplitude values increases are directly proportional to the energy density imparted on the melt 

zone. However, when looking at many signals, a large variation is observed. Hence, in order to 

draw a definitive conclusion, further analysis is required. In this section, we present the results of 

feature analysis in the time, frequency and time-frequency domain as well as the t-Distributed 

Stochastic Neighbor Embedding (t-SNE) plots. The latter is a non-linear dimensionality reduction 

technique that is employed for identifying relevant patterns and visualization of high-dimensional 

feature space in lower dimensional space [33].  

The analysis results of the AE features in the time, frequency and time-frequency domains are 

summarized in Fig. 3. The analysis in the time domain is plotted via the Root Mean Squares 

(AERMS) distributions in Fig. 3(a) for balling, LoF, conduction mode, and keyhole pores and Fig. 

3(b) for the different materials and process regimes. From Fig. 3(a), similarities are observed 

between balling and LoF, whereas significant differences are visible between these two regimes 

and conduction mode and keyhole pores. Analyzing the AERMS further, significant discrepancies 

are perceived between materials and process regimes and evidence of this is in Fig. 3(b). The 

analysis in the frequency domain is shown in Fig. 3(c). It is observed that most frequencies for 

balling and LoF are found in the range 5-15 kHz whereas it is around 40 kHz for CM and keyhole 

pores. Finally, the analysis in the time-frequency domain is in Fig. 3(d) and the results are similar 

to the one in the time and frequency domains. 

 

 
 

Fig. 3: (a) Stainless steel RMS distributions feature for process regimes; (b) RMS distributions 

for various materials and process regimes; (c) Fast Fourier Transform (FFT) plots for process 

regimes; (d) 3D wavelet representation of the acoustic signals for process regimes. 

(a), (c), and (d) taken and modified from [31]; published by Elsevier under CC BY 4.0. (b) taken 

and modified from [14]; published by Elsevier under CC BY 4.0. 
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The visualization of the plots corresponding to the investigated materials and process regimes in 

Fig. 3 was the motivation to extract statistical features as they can be used as inputs for ML models.  

To visualize the statistical features extracted, we opted for the t-SNE plots since they allow 

interpreting and visualizing a lower dimension representation to certify that the selected statistical 

features form distinctive clusters in the lower dimension space. For the t-SNE plots in Fig. 4, a 

value of 10 was chosen for the perplexity parameter after an exhaustive search. The perplexity is 

a hyper-parameter, which gives a ratio of preserving the data's local structure (number of 

neighbors) and global structure (overall shape). The t-SNE plot for the process regime of stainless 

steel is in Fig. 4(a) whereas Fig. 4(b)-(d) compare the t-SNE plots between materials but for the 

process regimes. Based on this figure, the results can be summarized as follows: the presence of 

clusters in the feature space demonstrates that the statistical features extracted from the four 

process regimes can be combined with ML algorithms to be classified. For alloys classification 

within a process regime, the classification task seems possible as well. Both types of classification 

will be challenging and would probably require a non-linear ML model. 

 

 

 

4. Analysis of the origin of the AE features 

 

As mentioned in the introduction, AE system is one of the most effective monitoring methods for 

dynamical processes [15]. Due to its advantages, AE sensors have been used in AM, particularly 

L-PBF for online quality monitoring [16, 23-29] and combining AI [9, 14, 17-22, 30]. It is 

important to mention that these publications have in common the fact that experiments are 

 
 

 
 

Fig. 4: Low dimension representation of the feature space using t-SNE with perplexity = 10 

for (a) the process regimes (balling, LoF, CM and keyhole pores) and (b)-(d) the three alloys 

for the process regimes LoF pores, CM and keyhole pores. (a) taken from [31]; published by 

Elsevier under CC BY 4.0. 

(a) 

(b) (d) (c) 
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conducted for single material and single process parameter per regimes and/or category. 

Furthermore, it is well known that the major difficulty in using AE sensor is correlating the signals' 

with the real events. The main reason is the ability of the AE sensor to detect any acoustic wave 

reaching it, independently on its origin [34]. In the case of LPBF, the main AE sources are machine 

and environment noise, the various momentary events during the laser-material interaction as well 

as the process parameters themselves [14]. Consequently, to have a robust online monitoring 

system, it is of utmost importance to demonstrate that the AE feature selected for the classification 

task are only related to the laser-material interaction; which is responsible for the final workpiece 

quality. To achieve this goal, we selected the same process parameter for all three materials 

(stainless steel, bronze and Inconel) and two process regimes (LoF and keyhole pores). For LoF, 

the selected process parameters were a laser power of 50 W and scanning velocity of 350 mm/s. 

For keyhole pores, the process parameters were a laser power of 450 W with the same scanning 

velocity of 350 mm/s (See also Table 2). By selecting these process parameters and being able to 

accurately classify the correct material, it will prove that the AE features are solely correlated to 

the laser-material interaction and the process regime. The confusion matrix for classifying the three 

alloys and two process regimes using Random Forest (RF) as ML algorithms are presented in 

Table 1. The classification accuracy is visible in the diagonal (red cells) whereas the classification 

error are given on the same line. Based on this table, it can be concluded that the AE features 

selected for the classification task are not related to the undesired environmental or machine noise 

or the process parameters. This is confirmed by the fact that apart from Inconel for the keyhole 

pores category, all classification accuracies are higher than 97%. As already mentioned, this is a 

very important result for potential future industrialization of this approach. 

 

Table 1: Confusion matrices of the RF models trained on LoF and keyhole pores across three 

alloys. All values are in %. Taken and adapted from [14]; published by Elsevier under CC BY 

4.0. 
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Stainless steel 100 0 0  97 0 3 

Bronze 1 99 0  0 100 0 

Inconel 1 1 98  11 1 88 

 

 

5. Classification results for various materials and material combinations  

 

In order to classify the different regimes, materials and their combination, additional experiments 

were performed and the experimental conditions are given in Table 2. In contrast to most 

contribution found in the literature [17-22, 25-26,34] and to extend the process phase space, two 

sets of process parameters were selected for each regime. The process parameters in red were the 

one selected to determine the origin of the AE features in Section 4. 
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Table 2: Two set of laser parameters for stainless steel, bronze and Inconel to induce the 

different process regimes; LoF pores, conduction mode and keyhole pores. In red, the first set of 

parameters for LoF pores, and keyhole pores is kept constant for the three alloys. 

 

 Stainless Steel Laser Bronze Laser Inconel Laser 

PROCESS 

REGIMES 

power 

[W] 

velocity 

[mm/s] 

power 

[W] 

velocity 

[mm/s] 

power 

[W] 

velocity 

[mm/s] 

LoF pores 
50 350 50 350 50 350 

70 400 110 400 36 400 

Conduction mode 
180 350 300 350 100 350 

135 200 215 200 69 200 

Keyhole pores 
450 350 450 350 450 350 

250 150 396 150 127 150 

 

The AE data acquired during the experiments given in Table 2 was analyzed following the 

procedure explained in Section 3. Based on this analysis, 304 features were selected from which 

23 from the time domain, 18 from the frequency domain and 263 from the time-frequency domain. 

These features are the input of the ML algorithms; in this work Random Forest (RF) and all details 

can be found in Drissi-Daoudi et al. [14].  

The first task is one on one alloy classification [14]. In other words, we want to classify the 

different regimes for each selected alloys separately and the results are given in Table 3. In this 

table, it is seen that most classification accuracies are higher than 93%. Based on these results and 

the fact that these alloys have very different optical, mechanical, and thermal properties, it can be 

concluded our methodology can be generalized to most metals. 

 

Table 3: Confusion matrices of the RF models trained on Stainless steel, Bronze and Inconel 

across three regimes. All values are in %. Taken and adapted from [14]; published by Elsevier 

under CC BY 4.0. 
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LoF pores 93 1 6  98 0 2  98 0 2 

Conduction mode 0 97 3  0 99 1  2 98 0 

Keyhole pores 6 6 88  0 1 99  3 4 93 

 

The second task is the one on all alloys classification [14]. In this case, we trained our AI model 

with all three alloys together and classify the regimes irrespective of the material. The results are 

given in Table 4. Based on the fact that the classification accuracy is above 92%, it can be 

concluded that it is possible to have a single AI algorithms that is material independent. This is 

important for future industrial application where multi-material or functional gradient material 

(FGM) will be produced.  
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The third task is the cross alloy classification- towards generalization [14]. In other words, the goal 

of this analysis is to verify whether the AE features are material dependent or not. To do so, we 

trained our AI algorithm with two materials and test on the third one. The confusion matrix for 

two cases are shown in Table 5. From this table, it is seen that when the model is trained with the 

data from stainless steel and bronze and then tested on Inconel, the overall accuracy is 80% with 

some difficulties for the regime LoF pores. In the opposite, when the model is trained with the 

data from stainless steel and Inconel and then tested on bronze, the overall accuracy drops as low 

as 35%. This indicates that the AE features are material dependent. Although this can be seen as 

an important limitation, it can also be seen as an opportunity and the reasons are twofold. First, we 

demonstrated that an AI model with the different materials can be build and so an alternative 

solution was given. Second, the fact that the AE features are material dependent give the possibility 

to use them for determining the processed material and so their respective process parameters.  

The fourth task is a multi-label classification; materials and process regimes [14]. To address this 

task, a CNN was designed and optimized for classifying at once the different material and process 

regimes. All details on the CNN architecture can be found in Drissi-Daoudi et al. [14]. Table 6 

presents the classification the results and it is seen that the overall accuracy for the process regimes 

are 93.3% whereas it is 94.0% for the materials. These results are of high industrial importance for 

two reasons. First, being able to distinguish between different materials gives the possibility to use 

our approach to determine the material during the first laser pulse and so select the process 

parameters from a table for the processed material. Second, it support the demonstration in Section 

4 that the AE features are related only to the laser-material interaction and the associated process 

regime. If it was not the case, the classification accuracy for the materials in Table 6 would be 

much lower for the process regimes, LoF pores and keyhole pores. The reason is that one set of 

process parameters for these regimes were fixed and so it would have equal probability to be 

classified for each material; so reducing the classification accuracy [14].  

 

Table 4: Confusion matrices of the 

RF models trained on the combined 

alloy dataset and tested for each alloy 

and process regimes. All values are 

in %. Taken and adapted from [14]; 

published by Elsevier under CC BY 

4.0. 

 

 

 

Table 5: Confusion matrix of the RF model 

trained on two alloys and tested on a new 

alloy. All values are in %. Taken and adapted 

from [14]; published by Elsevier under CC 

BY 4.0. 
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LoF pores 95 1 4  61 0 39  100 0 0 

Conduction mode 0 97 3  0 93 7  0 42 58 

Keyhole pores 3 5 92  6 6 88  14 24 62 
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Table 6: Confusion matrices of the multi-label CNN model trained on two ground-truth labels. 

Left table: classification accuracy on the regimes. All values are in %. Taken and adapted from 

[14]; published by Elsevier under CC BY 4.0. 
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LoF pores 93.0 6.5 0.5  97.0 2.0 1.0 

Conduction mode 6.0 91.0 3.0  2.0 91.0 7.0 

Keyhole pores 0.5 3.5 96.0  0.5 5.5 94.0 

 

 

6. Transfer learning of process regimes across materials during LPBF 

 

In Section 4, it was demonstrated that the AE features are material-dependent. Still, from an 

industrial point of view, developing an AI model for each material is time-consuming and costly. 

Hence, it is highly important to investigate how is it possible to transfer the know-how acquired 

on one material to another. The main goal is to reduce the amount of data needed for the next 

material as well as the computational efforts. In this section, we will just summarize one possible 

approach proposed by Pandiyan et al. [35], which is also known as deep transfer learning. Actually, 

transfer learning can be defined as an AI method where a model developed for a specific task is 

reused as the starting point for a new model on a second task. In Pandiyan et al. [35], the task can 

be referred to as two different materials; stainless steel (316L) and bronze (CuSn8). Also the major 

four process regimes were selected: balling, LoF pores, conduction mode and keyhole pores. 

Finally, two sets of process parameters were also selected for each regime to extend the process 

phase space. All additional details such as experimental setup, data acquisition system, AI 

algorithms and architecture, results and discussion the experimental details can be found in 

Pandiyan et al. [35].  

In this contribution, the general workflow of the proposed methodology for transferring the 

knowledge acquired for the different process regimes from stainless steel to bronze is shown in 

Fig. 5. In this figure, it is seen that two types of AI algorithms are considered for this task which 

are the VGG-16 and ResNet; two native Deep Learning (DL) networks. VGG16 is a type of CNN 

developed by Simonyan and Zisserman [36], from Oxford’s renowned Visual Geometry Group, 

for object detection and image classification algorithm. Today, it is still one of the most popular 

algorithm for image classification and easy to use for transfer learning [35]. In 2015, He et al. [37] 

developed a newer type of CNN architecture to surmount the vanishing gradient problem (ResNet). 

In other words, ResNets are one of the most efficient Neural Network Architectures since they not 

only allow constructing networks with up to thousands of convolutional layers, but also help in 

maintaining a low error rate much deeper in the network [35]. 
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Fig. 5: General workflow of the deep transfer learning methodology using a CNN architecture. 

Taken and modified from [35]; published by Elsevier under CC BY 4.0. 

 

The overall one-on-one alloy (prediction accuracy on Material 1 in Fig. 5) classification accuracies 

for stainless steel using the VGG-16 and ResNet-18 are given in Table 7. This table shows that 

the classification accuracies are as high as 96.1% (VGG-16) and 93.5% (ResNet-18). In this study, 

we also show that the process regimes balling and LoF pores are very well differentiable. This is 

a very interesting result as these two process regimes have in common an insufficient laser power 

to melt the powder fully and so very similar from a laser-material interaction point of view. These 

results again prove our approach's validity, at least for one on one material. 

Finally, the confusion matrix for the VGG-16 and ResNet-18 models from the transfer learning on 

bronze using the full test dataset is given in Table 8 (prediction accuracy on Material 2 in Fig. 5). 

The overall classification accuracies for the VGG-16 and ResNet-18 are 85.0 and 81.6%, 

respectively. This decrease as compared to the one-on-one alloy was expected. It came as a surprise 

that for both models, the main misclassifications are between the process regimes LoF pores and 

conduction mode. Consequently, to understand these results, we also performed the classification 

task for one-to-one alloy for bronze. Actually, it was found (shown in Pandiyan et al. [35]) that 

there is also a significant misclassification (11-15%) between the same process regimes (LoF pores 

and conduction mode). This is certainly because one of the process parameters selected for these 

regimes may be in the transition regime between LoF pores and conduction mode, so there is a 

significant overlap of the features space between these two regimes. Based on Table 7 and Table 

8, it is observed that the VGG-16 models performed better than the ResNet-18. 

 

Table 7: Confusion matrix depicting the accuracy of trained VGG-16 network on stainless steel 

mechanisms in the test set. All values are in %. Taken and adapted from [35]; published by 

Elsevier under CC BY 4.0. 
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Balling 97.8 0.0 1.7 0.5  93.8 4.3 1.7 0.2 

LoF pores 3.0 95.0 1.5 0.5  3.5 93.3 2.2 1.0 

Conduction mode 0.7 0.3 96.8 2.2  0.7 0.3 93.3 5.7 

Keyhole pores 0.7 0.3 4.2 94.8  0.4 0.8 5.4 93.4 
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Table 8: Classification matrix of the models via transfer leaning for mechanisms occurring 

during the LPBF process of bronze using the full dataset. All values are in %. Taken and adapted 

from [35]; published by Elsevier under CC BY 4.0. 
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Balling 94.0 3.5 2.5 0.0  89.0 5.5 5.3 0.2 

LoF pores 2.0 76.5 21,0 0.5  3.0 74.5 20.7 1.8 

Conduction mode 3.0 17.2 75.8 4.0  2.5 21.2 72.0 4.3 

Keyhole pores 0.0 1.5 5.0 93.5  0.0 1.8 7.2 91.0 

 

 

7. Conclusions 

 

In this contribution, we summarized prior works in demonstrating that when AM (Additive 

Manufacturing) meets AE (Acoustic Emission) and AI (Artificial Intelligence), it leads to a very 

promising solution for in situ and real-time monitoring.  

To start with, we presented the experimental setup: an in-house LPBF machine made of a 

controlled atmospheric chamber hosting a base plate and equipped with a Ytterbium fiber laser 

(1070 nm; spot Ø 82 μm), a rugged, low cost, and high sensitivity airborne AE sensor. The data 

acquisition rate was 1 MHz to satisfy the Nyquist Shannon theorem [32]. The materials 

investigated were stainless steel (316L), a bronze (CuSn8) and an Inconel (Inconel 718). In terms 

of process regime, we focused on the main four process regimes considered in the AM community 

[9]; balling, lack-of-fusion (LoF), conduction mode (CM), and keyhole pores (KP). 

Three main conclusions could be drawn based on the analysis of the AE signals in the time, 

frequency and time-frequency domains [31]. First, all four process regimes are functions of the 

energy density imparted into the melt zone. Second, it was found that these four regimes exhibit 

discrete energy levels and that the frequency bands between 1 kHz and 60 kHz carried most of the 

energy. Third, t-SNE feature reduction technique suggested that these regimes are clustered in the 

feature space so that they must be differentiable using state-of-the art AI algorithms. 

Based on the classification results for one on one alloy, one of all alloys and cross alloy 

classification- towards generalization; three conclusions could be drawn [14]. First, it was proven 

that the classification task for one on one alloy has very high accuracy (> 93%). Considering the 

significant variation in the optical, mechanical, and thermal properties of the materials 

investigated, it can be concluded that the proposed approach is valid at least for most metals. 

Second, the one on all alloys AI model reached also high classification accuracies (>92%). This 

ascertains that the proposed method can also be used for processing multi-materials or FGM. 

Third, it was found that cross alloy classification- towards generalization does not always work. 

This indicates that the AE features are material dependent. However, we were able to overturn this 

limitation in a positive manner. We used this information to make a multi-label classification task 

(process regime and material). In other words, we developed a new method that is able not only to 

detect the process regimes but also the material being processed. This may give the possibility to 

use the first laser pulse to determine the material and so the corresponding process parameters.  

To address the AE features material dependences, we proposed an alternative based on deep 

transfer learning method [35]. We tested two neural network architectures known as VGG-16 [36] 

and ResNet-18 [37]. It was found that the classification accuracy of the transfer models were 85.0 

and 81.6% for VGG-16 and ResNet-18, respectively. The reason of this slight lower classification 
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accuracy is due to an overlap of the AE features between the regimes LoF pores and conduction 

mode. The origin of this overlap was certainly caused by having one of the process parameters 

selected in a transition regime and not fully in the LoF pores or conduction mode regime.  

Finally, based on all the results mentioned above, it can be concluded that combining AE and AI 

is a very promising solution for in situ and real-time monitoring of AM processes. 
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Measurement Equipment and Customized Solutions for Acoustic Emission Testing
We develop and produce innovative 
technology that makes a true 
difference for the safety of humans, 

the environment and the preservation 
of infrastructure. This commitment 
differentiates us from other suppliers 
and defines who we are: Vallen 

Systeme – The Acoustic Emission 
Company 

 

 

 

 

 

 

AMSY-6 System 
The AMSY-6 System is a fully featured, 
multi-channel Acoustic Emission 
measurement system. It forms a 
flexible basis that can be customized, 
extended and configured to the needs 
of an application. 

The field of applications ranges from 
various inspection tasks such as 
pressure vessel testing, leakage 
testing to research and structural 
health monitoring of large objects 

 spotWave Device 
The spotWave device is a portable 
single channel AE-measurement unit 
that can be controlled by a Laptop, 
Tablet PC, Smartphone or IoT device. 
It is a fully featured AE measurement 
device. The software supports the 
Vallen pridb and tradb data file 
format. 

Typical applications are leakage 
detection, hot spot monitoring, AE 
research, etc. 

 Acoustic Emission Sensors 
A wide range of sensors is offered 
covering any AE testing application.  

Sensors are available for standard 
environments, explosion hazardous 
areas, for underwater applications, 
high temperature surfaces and harsh 
environments. 

Sensors supporting the SmarLine™ 
protocol register themselves with an 
AMSY-6 system and minimize the 
configuration effort. 

     

 

 Vallen AE Suite Software 
Unmatched flexibility and 
transparency at all times makes the 
Vallen AE Suite Software the preferred 
tool of choice for all acoustic emission 
applications. 

Its modular architecture can be 
configured and extended to match 
any requirement of an application. 

It offers everything from simple data 
visualization over complex  

 analysis and pattern recognition to 
automation and web-based 
dashboards. 

Measurement data is written to a 
database structure that complies with 
SQLite3 standard. It can be accessed 
from any application supporting 
SQLite3 which includes Matlab, 
Python and many more fast 
development environments. 
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ABSTRACT 

 

For many years, Cetim has been working on on-line control methodologies for manufacturing 

processes in order to reduce or even eliminate controls on finished parts. After the first works by 

conducted by the Acoustic Emission technique (AE) on the monitoring of sheet metal stamping 

process [1], the monitoring of new manufacturing processes such as metal cutting, wire drawing, 

spot welding, forging and especially are under study. In the present paper, the results of acoustic 

emission monitoring carried out on additive manufacturing production and also wire drawing are 

presented. For both processes on-line control during manufacturing is particularly important. Due 

to the geometric complexity of the parts produced by additive manufacturing, suitable non-

destructive testing (NDT) means are limited. In addition, these are generally small series or even 

single parts with a long manufacturing time. For their part, wire drawing manufacturers currently 

have only visual inspection, unable to detect fine scratches on the wire at the output of production.   

 

Keywords: On-line control, acoustic emission, crack detection, shaping of metals, spot welding, 

additive manufacturing. 

 

 

1.  Introduction 

  

In a globalized world where the competition is more and more intense, the optimization of 

processes and the quality of production are principal preoccupations for manufacturers. Metal 

additive manufacturing (AM) has evolved considerably in recent years in industries such as 

aerospace, medical, automotive, and other high-tech areas. Laser powder bed fusion (L-PBF) is 

one of the most widely used AM techniques with many commercial systems available [2]. The L-

PBF process involves many variables and a non-optimal setting (or variation) of these variables 

can result in reduced part quality or even damages, which are note usually easily detected.  

Regarding the drawing process, its purpose is to reduce the section of a wire by passing it through 

a die, under the action of continuous traction. This wire is used mainly for the manufacture of 

fasteners obtained by stamping (screws, nuts, mechanical safety components, etc.). The quality of 

the finished product is sometimes threatened by defects (scratches, shocks) which are attributed to 

different causes (wear of the tool, lubrication, chemical or mechanical treatment, etc.). 

After the first demonstrator "MOST" dedicated to the monitoring of processes under press, 

particularly sheet metal stamping [1], the objective of this study is to test the feasibility of 

monitoring by AE of new manufacturing processes in order to set up a monitoring system 

complementary to “MOST”. 
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2.  Online monitoring of additive manufacturing based on acoustic emission 

 

2.1 Experimental procedure 

The production was carried out on a ProX machine of 3D Systems using a IN625 powder. It 

contains 3 parts in Fig. 1:  

 part A: superimposed combs C1 & C2 (each comb h= 8 mm). In this part, crack events were 

predicted at different heights in the interfacial zones between supports and horizontal parts,  

 part B: reference part with standard process parameters (Ø 20mm, h=16mm). In principle, any 

crack event should not occur,  

 part C: Comb C3 in order to compare with the case of C2 (validation of AE location on the 

platform and on height) (h= 16 mm),  

 ghost parts (GP): without lasing in order to create a temporal separation between the main 

parts.   
 

a) b) 

  
 

Fig. 1: a) Manufacturing plan of the 3 parts, b) finished parts. 

 

Fig. 2 shows the finished parts with indication of the positions of the possible break points. In view 

of the rupture zones provided on the combs, the objective of the AE monitoring is to be able to 

detect them and locate/distinguish them in time and space. 

 

                      Part A Part B                         Part C 

   
 

Fig. 2: Three finalized pieces with indications of fragile points (yellow dotted line). 

 

2.2 AE instrumentation/equipment 

Nature and characteristics of the instrumentation used to achieve the AE monitoring are as follows: 

 sensors: 

 brand: Vallen, 

 type: Resonant piezoelectric, 

 frequency: 150 kHz, 

 sensibility: ≥ 60 dB ref. V.m-1.s-1, 

 intrinsic background noise: ≤ 5 µV (RMS), 

 number: 4, 
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 preamplifiers: 

 brand: Vallen, 

 type: AEP4H, 

 gain: 34 dB, 

 filtering: 20 kHz (high pass), 

 number: Equal to the number of sensors. 

 

Connection between preamplifier and sensor is ensured by a cable not exceeding 1.0 meters length: 

 acquisition system: 

 description: multichannel system for characterization and localization of acoustic emission 

sources with signal filtering within the frequency range 95-850 kHz, 

 brand: Vallen, 

 type: AMSY6, 

 number: 1, 

 acquisition threshold: 40 dBAE (fixed value), 

 acquisition filtering: none. 

 

A specific support adapted to the ProX machine has been designed in order to install the PZT 

sensors. Indeed, the support has an empty space in the lower part, in which the AE PZT sensors 

are installed in contact with the bottom surface of the build plate in Fig. 3. The sensor-plate 

coupling is ensured by a silicone grease and magnetic support. 

 

 
 

Fig. 3: ProX machine instrumentation by AE sensors, photodiode, and thermocouples. 

 

2.3 Results & analysis 

Fig. 4 shows the temporal evolution of the signal amplitude measured by the PZT sensor n°1 

during the entire period of manufacture including 1h of cooling (results are similar for the other 

sensors). 

 

  
Zoom of a period with high amplitude events (red) Part A Zoom of first layers periode (yellow) Part A 

 

Fig. 4: Time-based AE data from the PZT n°1 during the entire period of manufacturing. 
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Fig. 5 presents the localization results for high amplitude AE signals (surrounded in red Fig. 4). It 

is important to note that the location was calculated following a 2D approach which considers the 

AE sources on the plane of the PZT sensors. Such a location therefore presents an uncertainty of 

the order of centimetres, as the real position of the sources is on the parts. Despite this point, the 

localization results show good consistency, high amplitude corresponds to the combs (parts A and 

C) and note the reference part B. 

In addition, by correlating with the manufacturing time, the layers during which the breaks occur 

correspond well to the first horizontal layers of the supports-part boundary zones (indicated by the 

yellow lines in Fig. 2). 

 

  

  

 

Fig. 5: Localization results of the high amplitude of AE signals during the entire period of 

manufacturing. 

 

Fig. 6 presents the images of the finished parts with the indications of the anomalies observed. 

concerning the combs, at the interfaces between the toothed supports and the parts, it can be 

observed that certain teeth have deviated from their theoretical position 'circled in yellow'. 

Between the two deformed teeth, the surface is irregular and looks like a scar from a repaired 

break. 

The combs were also controlled by X-ray computed tomography. The images obtained showed a 

good consistency with the observations above on finished parts (Fig. 7). 

 

Part A Part C 

  
 

Fig. 6: Visual observation on finished parts that are still attached on the board. 
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Part A - comb 1 Part A - comb 2 Part C 

   
 

Fig. 7: The results of X-ray computed tomography on finished parts. 

 

2.4 Conclusions 

The experimental strategy implemented on the ProX machine enables to:  

 detect high amplitude of AE signals (>80 dBAE) and correlate them in real time with the 

manufacturing position thanks in order to detect defects, 

 2D location of the high amplitude of AE signals related to defects.  

 

 

3.  On-line monitoring of the wire drawing process based on acoustic emission 
 

3.1 Experimental procedure 

Nature and characteristics of the instrumentation used to achieve the AE monitoring are the same 

as in AE instrumentation/equipment section (the number of sensors is 01). Fig. 8 presents the 

drawing tool (die) instrumentation plan. Indeed, due to high temperature during the drawing 

process, it was necessary to deport the location of the acoustic emission sensor via a waveguide. 

The latter is screwed into the drawing tool.  

 

 
 

Fig. 8: Instrumentation of the wire drawing tool by AE sensor. 

 

In the present study, two damage situations were analyzed: 

 scratches caused by the wear of the wire drawing machine (die): in this case a specific tool has 

been designed to voluntarily generate scratches. It consist of a screw placed at the level of the 

tool holder in order to simulate scratches caused by wear or breakage of the die (Fig. 9), 

 scratches caused by a lack of surface treatment (lubrication): in this case, a variation in the 

state of surface lubrication has been made (Fig. 9). 
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Fig. 9: Tools for generating scratches during drawing (1) at the level of the drawing tool (2) 

upstream of the tool. 

 

 
 

Fig. 10: Scheme of the procedure for a cable with and without surface treatment. 

 

Specific steel screws (to prevent wear caused by friction between the wire and the screw allowing 

scratching) have been manufactured. This is intended to associate a default form with an AE 

signature in Fig. 11. 

 

  
 

Fig. 11: The different screws used in the feasibility tests. 

 

3.2 Results & analysis – reference phase 

Tests were carried out on 4 different steel grades as well as different speeds and section reductions 

in Table 1. 

 

Table 1: Parameter of the series produced (material references, drawing speed, section 

reduction). 

 

 MATERIAL REFERENCES PARAMETERS  

01 C10CD1740Y01 RS : 18 --> 17,35-40 mm / V = 2 m.s-1 

02 23MB4D1717M55 RS : 17,9 --> 17,17 mm / V = 1,80 m.s-1 

03 23MB4D1717M55 RS : 17,8 --> 17,17 mm / V = 1,80 m.s-1 

04 23MB4D1789G55 RS : 19,05 --> 17,8  mm/ V = 2,25 m.s-1 

 

Fig. 12 shows the evolution of the RMS value as function of time during the drawing of the four 

cables.  
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Fig. 12: Learning phase - evolution of the RMS value as a function of time. 

 

We observe that the RMS reference level mainly depends on: 

 type of material, 

 wire drawing speed, 

 section reduction level achieved. 

 

3.3 Results & analysis – scratch generation phase 

Table 2 summarizes the scratch generation steps with the different tools.  

 

Table 2: Summary of the tests carried out. 

 

MATERIAL REFERENCES EXTREMITY FORM 

23MB4D1717M55 triangular 

23MB4D1717M55 triangular 

C10C1650Y05 triangular => square => circular 

 

Fig. 13 shows the evolution of the RMS value as function of time:  

 the scratches generated with the different tools show a clear increase in RMS compared to the 

reference value (reference value varies depending on the material in particular), 

 the dimensions of the scratches generated have an impact on the AE response, 

 the largest scratches (square screw) have the highest RMS levels, then the scratches generated 

by a round screw and finally those generated by a triangular screw. 
 

 
 

Fig. 13: Scratch phase - evolution of the RMS value as a function of time. 
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3.4 Results & analysis – variation of the surface treatment phase 

In this phase, the impact of the surface treatment condition on the AE data is analyzed. Fig. 14 

presents the evolution of the RMS as a function of time for the cable cases with/without polymer. 

The lack of polymer causes a significant increase in the RMS value (about 6 dB compared to the 

reference threshold). 

 
 

Fig. 14: Evolution of the RMS as a function of time for the cases of a cable with polymer (1 and 

3) and without polymer (2). 
 

3.5 Conclusions 

In this first part of this document, the feasibility of monitoring the wire drawing process by AE in 

real time has been studied: 

 the experimental plan developed enable both to respond to the difficulties of 

instrumentation and also to the needs of monitoring the wire drawing process, 

 the AE method has shown its potential to detect scratches at the wire drawing tool,  

 the EA method has also shown its sensitivity in detecting the lack of surface treatment, 

 RMS value tracking is well suited for wire drawing process monitoring, 

 the reference threshold may vary depending in particular on the material of the cable. 
 

 

4.  General conclusions 

 

In this paper, on-line monitoring of two manufacturing process (additive manufacturing and wire 

drawing) based on acoustic emission are presented. In the case of additive manufacturing, the 

problem of cracks that occur in particular during laser impacts on thin layers and without support 

has been studied. The AE results obtained show the possibility of detecting this type of damage 

with a temporal monitoring of the intensity of the signal generated but also by a 2D localization 

on the plane of the location of the sensors. Concerning wire drawing, the problem of scratches on 

the finished cable was first considered by considering the wear of the die but also the lack of 

surface treatment (lubrication). The AE results obtained and in particular the monitoring of the 

RMS value show the sensitivity of AE to this type of damage. 

In view of this study, other AE monitoring feasibility of new manufacturing processes (ex: clipping 

the clamps, …) are in progress. the final objective is to develop a new AE demonstrator 

complementary to MOST meeting the needs of these applications. 
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ABSTRACT 

 

This paper describes the use of acoustic emission (AE) testing for monitoring immersion 

quenching bath attributes. Immersion quenching is a heat treatment process used to change the 

mechanical properties of metallic workpieces. The quenching bath cooling attributes degrade with 

prolonged use, thus affecting the workpiece mechanical properties. A non-destructive monitoring 

method of the quenching bath is required. An AE measurement system is proposed for this purpose. 

Steel specimens are quenched in tap water, deionized water, 5 % NaCl-water solution and 5 % 

detergent-water solution. AE is measured with four piezoelectric sensors. The influence of 

quenching bath attributes on specimen cooling is described together with the measured AE signals. 

AE signal peak amplitude diagrams are evaluated. A reference AE peak amplitude signal is 

presented with the measurements. The quenching bath attribute assessment method is established 

by monitoring the amount of outlying AE signals in regard to the reference AE signal. The results 

confirm that AE monitoring provides a decent way of assessing quenching bath attributes and thus 

also the quenched specimen mechanical properties.  

 

Keywords: Acoustic emission, non-destructive testing, immersion quenching, heat treatment. 

 

 

1. Introduction 

   

The process of heat treatment is often used to change mechanical properties of metallic materials. 

Appropriately heat treated workpieces exhibit a longer working period and a higher monetary 

value. Properly heat treated steel is an integral part of different industries. The immersion 

quenching of steel improves hardness and strength via a martensitic transformation. Material 

mechanical properties are influenced by quenching bath attributes, such as quenchant type, 

temperature, agitation and concentration [1, 2].  

In order to achieve a desirable quality of heat treated workpieces, the quenching process should be 

monitored using non-destructive testing. Acoustic emission (AE) testing can be used in monitoring 

a variety of objects, structures and manufacturing processes. Recent research shows an interest in 

monitoring quenching via measuring an acoustic signature in regard to the workpiece mechanical 

properties. The acoustic signature can be used to evaluate the quenching process deviations. 

Kudo et al. [3] used pattern recognition to detect boiling on a steel heater. Kichigin et al. [4] 

researched boiling during quenching of steel specimens in various quenching baths. Specimen 

temperature was correlated to frequency and amplitude properties of boiling. Okumiya et al. [5, 6] 

investigated quenching heat transfer stages. The acoustic signal frequencies were examined for 
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film boiling, nucleate boiling and convection. Narazaki et al. [7] quenched Ag specimens and 

presented the relation between sound pressure, workpiece temperature and heat transfer phases. 

Establishing a correlation of acoustic characteristics with workpiece mechanical properties was 

proposed. Kobasko et al. [8, 9] proposed an acoustic method of monitoring quenching quality in 

regard to heat transfer phases. Grum and Ravnik [10, 11] presented the frequency and amplitude 

attributes of acoustic signals during quenching of various steel specimens in water or in water-

polymer solutions. The signals were measured with a hydrophone. Prezelj and Čudina [12] used a 

hydrophone to investigate steel quenching in water-polymer solutions with various concentrations. 

Erich et al. [13] examined the relation between acoustic signals during quenching of steel and 

properties after quenching. Nikhare et al. [14] evaluated the relation of the acoustic signal and 

specimen size or temperature for quenching of tool steel. Mojškerc et al. [15, 16] presented a 

method of monitoring steel quenching with non-destructive AE measurements. 

This paper provides an AE method of monitoring quenching bath cooling conditions in order to 

establish improved control of liquid quenching baths. This is achieved with a comparison of the 

amount of outlying AE signals when quenching in various baths. 

 

 

2. Experimental methods 
  

A steel for quenching and tempering 25CrMo4 was used in the experiments. The steel type is used 

in the aviation, automotive and machine industry. Circular steel bars were cut and machined to 

dimensions of ϕ24x100 mm. Twelve specimens were produced for quenching in four different 

quenching baths. 

Specimens were heated in an Ar inert gas furnace to reduce oxidation and its impact on generated 

AE signals. The austenitization temperature and time were set to 880 °C and 30 min. Following 

heating, each specimen was quenched in a designated bath with a temperature of 25 °C: 

 Tap water 

 Deionized water 

 5 % salt-water solution 

 5 % detergent-water solution 

 

Deionized water is used for quenching due to its stability in comparison with tap water. Tap water 

contains gases, salt particles and other substances which affect the quenching process. Quenching 

bath salt contamination leads to a higher cooling rate. A salt-water solution was used to 

demonstrate this effect. Specimen cleaning agents can have an effect on cooling attributes. A 

detergent-water solution was used to investigate the bath contamination with a cleaning agent. 

During quenching, events such as film boiling and nucleate boiling can be observed. These events 

lead to sound pressure variations and the generation of AE. The generated AE can be measured 

using piezoelectric sensors positioned on the quenching bath. The used experimental system is 

presented in Fig. 1. Four piezoelectric AE sensors VS150-M (Vallen Systeme) were used. The 

mounted sensors were connected with preamplifiers to the AMSY-5 AE measuring device. 

 

 
 

Fig. 1: Experimental system for immersion quenching of steel and AE measurements. 
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3. Results and discussion 

 

AE peak amplitude for specimen quenching in various baths is presented in Fig. 2 (a)-(d) for four 

AE channels. Heat transfer phases such as film boiling, transition, nucleate boiling and convection 

can be observed for tap water quenching. Film boiling has a short duration and high AE peak 

amplitude. The AE peak amplitude decreases with nucleate boiling transition. The number and 

size of vapour bubbles also decrease. Only a few vapour bubbles can be observed in the convection 

stage. 

Quenching in deionized water exhibits a longer AE signal duration in comparison with quenching 

in tap water. During nucleate boiling, individual larger bubbles with higher AE peak amplitude 

can be observed. This occurs due to the mineral ion absence promoting the formation of smaller 

bubbles. 

In comparison with quenching in tap water or deionized water, a similar AE signal can be seen 

when quenching in 5 % salt-water solution. Film boiling shows a shorter duration due to the 

addition of salt. Concentrated surface boiling can be observed at the end of the AE signal, causing 

a temporary increase in AE peak amplitude. 

In comparison with other quenchants, a significant difference in cooling attributes and AE signals 

is observed for quenching in 5 % detergent-water solution. After specimen submersion, formation 

of a detergent film occurs, causing a relatively low cooling rate with constant AE peak amplitude. 

After a time period of 20 s, smaller bubbles combine to form a thin vapour film with explosive 

nucleate boiling on the bottom side of the specimen. During explosive boiling, the AE peak 

amplitude increases significantly. The bubble formation intensity and the AE peak amplitude 

decrease with further specimen cooling. A longer AE signal duration occurs in comparison with 

previous quenchants. 

 

 
 

Fig. 2: AE peak amplitude for quenching in (a) tap water, (b) deionized water, (c) 5 % salt-water 

solution and (d) 5 % detergent-water solution. 

 

AE peak amplitude for three specimen quenchings with four channel measurements is presented 

in Fig. 3 (a)-(d) for various quenching baths. When quenching in tap water, AE signal scatter can 

be observed at the end of nucleate boiling. This occurs due to deviation of AE signal duration 

caused by the generation of individual, smaller bubbles on the specimen surface. 
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Quenching in deionized water exhibits larger bubbles in the nucleate boiling stage, which lead to 

a slight AE signal scatter. The appearance of isolated bubbles with low AE peak amplitude can be 

observed at the end of nucleate boiling, similar to quenching in water. 

Short duration film boiling, relatively constant nucleate boiling and concentrated boiling with an 

increase of AE peak amplitude occur when quenching in 5 % salt-water solution. 

Quenching the specimens in 5 % detergent-water solution leads to high AE peak amplitude 

variations for the three quenching tests. The deviations of explosive boiling start time and AE 

signal duration imply process instability. 

 

 
 

Fig. 3: Test and channel average of AE peak amplitude for quenching in (a) tap water, (b) 

deionized water, (c) 5 % salt-water solution and (d) 5 % detergent-water solution. 

 

AE peak amplitude for quenching in tap water was chosen as the reference AE signal for 

monitoring changes in the quenching bath cooling attributes. The AE peak amplitude was divided 

into time periods of 0.5 s and standard deviation for four measuring channels and three quenching 

tests was calculated. Quenching bath adequacy was determined with the number of outlying AE 

signals. Comparison results are presented in Fig. 4 (a)-(d). The average AE peak amplitude for 

quenching in tap water is located within the reference zone. 

For quenching in deionized water, outlying AE signals can be detected at the start and towards the 

end of nucleate boiling. In comparison with tap water quenching, the AE and cooling 

characteristics during deionized water quenching have changed. 

For quenching in 5 % salt-water solution, the outlying AE signals are measured during film boiling 

and nucleate boiling. AE peak amplitude of concentrated boiling is located within the reference 

zone. A shorter AE signal duration can be observed in comparison with the reference zone. 

In comparison with the reference AE interval, high deviations occur for quenching in 5 % 

detergent-water solution. Nearly all of the AE signal packets are outside of the prescribed zone. 
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Fig. 4: Reference zone of AE peak amplitude for quenching in (a) tap water, (b) deionized water, 

(c) 5 % salt-water solution and (d) 5 % detergent-water solution. 

 

A comparison of the number of outlying AE signals is presented in Fig. 5. Quenchants with 

outlying AE signals above 10 % were deemed unsuitable for additional quenching. The amount of 

outlying AE signals is within the acceptable zone for quenching in tap water. For quenching in 

deionized water, a high amount of outlying AE signals can be seen. For quenching in 5 % salt-

water solution, the amount of outlying AE signals is further increased. For quenching in 5 % 

detergent-water solution, over 70 % of the detected AE signals exceed the acceptable zone. 

 

 
 

Fig. 5: Comparison of the amount of outlying AE signals for various quenching baths. 

 

 

4. Conclusions 

 

This paper investigated AE signals during immersion quenching of steel specimens. Experiments 

were performed for quenching in tap water, deionized water, 5 % salt-water solution and 5 % 

detergent-water solution. The AE signals generated during the process were measured. The 

variations of quenching bath cooling attributes were investigated with AE signal peak amplitude. 

A reference zone for acceptable AE signals was established and a comparison between quenchants 

was made using the amount of outlying AE signals during quenching. The quenching bath 

maintenance and cleaning operation period can last from a week up to months. The research results 

imply that the presented AE method could be used for improving the timing of quenching bath 

maintenance, while also providing non-destructive quality monitoring of workpieces.  
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ABSTRACT  

 

Crystallization is regarded as an important unit operation for separation and purification. 

However, it is still difficult to control or to optimize the crystallization process due to the 

complexity of the coupled phenomena taking place simultaneously in the liquid and solid phases.  

In order to overcome such drawbacks, different analytical technologies have been implemented in 

the literature for monitoring the key crystallization parameters. In our work, a multi-probe 

monitoring system composed of acoustic emission, spectroscopic and imaging probes was applied 

to the crystallization of a model system (an aqueous solution of adipic acid). The crystallization 

was carried out under vacuum or atmospheric pressures. The goal was to demonstrate the 

usefulness of the multi-probe system for monitoring the crystallization process, with special 

attention to the information given by the acoustic emission, in terms of absolute energy, and the 

spectroscopic probes. Firstly, the influence of the crystal load on the absolute energy is 

demonstrated. Then, it is shown how the absolute energy can capture the modifications in the 

crystallization dynamics due to the different experimental conditions. Such dynamics can also be 

observed from other acoustic emission descriptors. 

 

Keywords: Multi-probe monitoring system, adipic acid, semi-batch crystallization, absolute 

energy. 

 

 

1. Introduction 

 

Crystallization is a common process for purification and formulation of crystalline materials in the 

industrial scale. Applications can be found in various fields, such as pharmaceutical, chemicals, 

food chemicals, etc [1]. Furthermore, different compounds, either organic or inorganic, can thus 

be crystallized at different production rates (depending on the size of the crystallizer and the 

application). As a result, crystallization is a very versatile operation. Regarding the formation of 

crystals, the onset of crystallization is possible once a certain supersaturation is achieved (the 

solute solubility threshold is exceeded and the system is in a thermodynamically unstable state). 

The formation of a crystal is composed of two main steps: nucleation, which is the birth of a new 

crystal, and growth, where the volume of the crystal increases over time. Other phenomena, such 

as agglomeration or breakage of the generated crystals, have an influence on the product final size 

distribution [1]. 

The control or the optimization of the crystallization process are complex, due to the influence of 

the following parameters during the formation of the solid phase: the local supersaturation and 
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hydrodynamic conditions, the crystallizer design, the crystallization kinetics, the potential 

formation of polymorphic phases, etc. In this way, the control of this operation requires a good 

experimental knowledge of the physicochemical properties of the product and the impact of the 

operating conditions on the kinetics of nucleation, growth, agglomeration as well as on the shape 

and size of the crystal. In order to better control the crystallization process, different analytical 

technologies have been developed in the literature for in situ monitoring the properties of the liquid 

and solid phases. 

The acoustic emission method appears to be an interesting in situ method for real-time monitoring 

of industrial processes [2]. It is based on the measurement of the mechanical energy (in the form 

of a wave) produced within a material. Thanks to its non-intrusive and non-destructive character, 

the acoustic emission method has been used more frequently in the field of materials (aeronautics, 

automotive, building) [3], but applications in granulation in fluidized bed, powder compaction, 

heterogeneous reaction, drying and mixing powders [2, 3] have been developed. For the 

crystallization process, few papers have been published regarding the use of the acoustic emission 

method [2–7]. 

The present work deals with the application of acoustic emission, along with other analytical 

methods, to study the semi-batch crystallization of a model molecule under different operating 

conditions. After the introduction of the developed experimental set-up, the results are shown 

mainly in relation to the measured absolute energy (an acoustic parameter). The amplitude and 

number of counts are also presented as a function of the different crystallization trials.  

 

 

2. Materials and methods 

 

2.1 Investigated system 

Adipic acid (Merck, Germany) was used as a model solute. Such compound is mainly employed 

as a precursor for the nylon production. Adipic acid was used in previous acoustic emission 

experiments in our group [8]. Deionized water was used for the preparation of the solutions.  

 

2.2 Experimental set-up 

The experimental set-up is presented in Fig. 1. Two jacketed glass vessels were employed in the 

crystallization experiments: a smaller vessel (with approximately 1 L of solution), which was used 

for feeding solution to the crystallization vessel (with initially 2.2 L of solution). The latter was 

equipped with a Rushton turbine. A variety of probes were added to the crystallizer for the 

acquisition of different process data. Apart from the usual temperature and pressure probes, the 

analytical methods consisted of an ATR-FTIR (attenuated total reflection combined with a Fourier 

transform infrared spectrometer) spectroscopy (Bruker, France), a camera immersed in the liquid 

phase (EZProbe, LAGEPP, France) and acoustic emission probes (MISTRAS, France). 

 

 
Fig. 1: Semi-batch crystallization set-up. 
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The ATR-FTIR was employed for the measurement of the dissolved solute mass fraction in the 

liquid phase, after conversion of the measured infrared spectra to mass fraction values with the 

help of a calibration curve. The spectra were acquired with a spectral resolution of 4 cm-1 every 

10 seconds. The immersed camera was used for the acquisition of data related to the crystal size 

through time, with an observation zone of 1 x 1.2 mm and pixel size of 2 x 2 µm. Apart from a 

few representative crystal images, the results from the image processing will not be presented here. 

The acoustic emission probe was used for monitoring the dynamics of the crystallization process 

during the experiments. The acoustic emission parameters are given in Section 2.4. 

 

2.3 Experimental procedure 

The experimental conditions are presented in Table 1. The solution in the feeding vessel is 

undersaturated (solute concentration inferior to the saturation, or equilibrium, concentration) and 

at atmospheric pressure for all experiments. The crystallization vessel, on the other hand, is at 

saturated conditions and can be either at atmospheric pressure or under vacuum. All trials were 

carried out in triplicate.  

 

Table 1: Experimental conditions related to the feeding vessel and the crystallizer. 

 

PARAMETER  FEEDING VESSEL CRYSTALLIZATION VESSEL 

Temperature 60 °C 20 °C  

Dissolved solute 

initial mass fraction 
9,0 % w/w  1.8 % w/w 

Pressure 1 bar  1 bar or 200 mbar 

Agitation speed - 400 rpm 

 

In the beginning of each experiment, the hot solution in the feeding vessel was transferred to the 

crystallizer. As a result, the volume of the liquid in the latter was gradually increased. Once all the 

solution from the feeding vessel was transferred, the experiment was carried with only the 

crystallization vessel. At this point, the volume of the solution in the crystallizer remained 

constant. 

 

2.4 Acoustic emission parameters 

Two R15 acoustic emission sensors added to the set-up were positioned on the external lateral wall 

and on the bottom of the crystallization vessel. Coupling grease was used between the glass wall 

and the sensor for improving the transmitting efficiency of acoustic signals. The collected signals 

were amplified, filtered and processed with the help of the chart of digitalization PCI II (Mistras, 

France). As a result, different acoustic emission descriptors were obtained, such as the number of 

counts, the signal amplitude, frequency and absolute energy (defined from the integration of the 

acoustic signal).  

A threshold level of 25 dB was applied for the measurements, in order to reduce the influence of 

the set-up noise (agitation, thermostatic bath operation, etc.). The sampling rate was 1 000 kHz, 

the sensors were connected to a pre-amplifier of 40 dB and an analog filter set between 100 and 3 

000 kHz. The peak definition time (PDT), the hit definition time (HDT) and the hit lockout time 

(HLT) were set at 100, 200 and 400 µs, respectively. The PDT parameter specifies the time 

allowed for the determination of the signal maximum, or amplitude. The HDT parameter specifies 

the end of an acoustic event, which means that the event is ended if the threshold is not exceeded 

for a certain time. The HLT parameter defines the time from which a new acoustic event can take 

place [9]. 
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3. Results and discussion 

 

3.1 System dynamics from the temperature profiles of the liquid phase 

In order to help understanding the dynamics in the crystallization vessel during a semi-batch trial, 

the temperature profiles of the liquid phase over time are plotted in Fig. 2.  The orange curves 

correspond to the trials carried out with the crystallization vessel under vacuum, while the blue 

curves represent the trials at atmospheric pressure. 

As the crystallization vessel was fed with the hot solution from the feeding vessel, starting at the 

point (I) in Fig. 2, the temperature of the liquid phase was gradually increased. This temperature 

rose until the end of the feeding period, marked by the point (II) in Fig. 2, then the temperature of 

the liquid phase was cooled down by the jacket towards the initial setpoint. For the trials carried 

out under vacuum, the temperature increase is greater and faster than for the trials at atmospheric 

pressure. Indeed, the temperature rises at a rate of 2.8 °C/min for the trials under vacuum, against 

0.5 °C/min for the trials at atmospheric pressure. Such difference is related to the feed flow rate 

used in these two pressure conditions. For the vacuum conditions, the feed flow rate was 7.8 g/s, 

which is approximately six times greater than the flow rate at atmospheric pressure (1.4 g/s). 

 

 
 

Fig. 2: Temperature profiles of the liquid phase in the crystallization vessel during a semi-batch 

trial. The blue curves correspond to the trials at atmospheric pressure, while the red curves 

correspond to the trials under vacuum. Additionally, the points (I) and (II) refer to the beginning 

and the end of the feeding period. 

 

3.2 Representative images of the adipic acid crystals 

The adipic acid crystals generated during the trials at atmospheric pressure and under vacuum are 

presented in Fig. 3, in the top row and lower row, respectively. Regarding the trial at atmospheric 

pressure, the crystals were firstly detected around 300 s with a minimum size at approximately 50 

µm. As the time progressed, at 480 and 600 s in Fig. 3, the crystal number and size increased. A 

single adipic acid crystal, mostly transparent in the images, had a hexagonal shape, but crystal 

agglomerates with diverse geometrical forms and opaque were also observed in the images. 

Regarding the images observed during the trial under vacuum, during the feeding period, the 

majority of the objects detected in the images were bubbles (at 60 s in Fig. 3). As the solution 

cooled down (after 200 s), the crystals could be neatly observed in the images. No modification 

on the crystal shape was observed from the modification of the crystallization pressure conditions. 

Despite the trial duration of 3 000 s, no image could be obtained after 1 000 s due to the blockage 

of the camera observation window by an accumulation of crystals. 
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Fig. 3: Representative images of the adipic acid crystals at different time instants during the trials 

at atmospheric pressure (top row images – A) and under vacuum (lower row images – B). 

 

3.3 Absolute energy as a descriptor for monitoring the crystallization process 

From the acoustic emission signals, a variety of descriptors can be extracted (number of counts, 

signal frequency and amplitude, etc.). Consequently, it is important to find, among such rich 

information, the most effective acoustic descriptor to first describe a given phenomenon. The 

choice of such descriptor is based upon its sensibility to the modifications happening during the 

studied phenomenon and the ease at which such descriptor can be interpreted. For the present 

work, the absolute energy was used as an indicator of the dynamics during the crystallization of 

adipic acid. 

In Fig. 4, the absolute energy is plotted through time for the trials at atmospheric pressure (blue 

curve) and under vacuum (orange curve). The absolute energy was calculated every 100 ms and 

was given in attoJoule (1 aJ = 10-18 J). The lower figure represents the absolute energy measured 

during the first 1 000 s of the trial. Starting with the trial at atmospheric pressure (blue line), most 

of the measured data were inferior to 0.5x104 aJ until approximately 300 s and then increased 

gradually towards 2.5x105 aJ at the end of the trial. For the trial under vacuum (orange line), an 

increase in the absolute energy was measured at around 50 s and once more after 200 s. At the end 

of the trial under vacuum, the absolute energy was approximately 1x105 aJ.  

Regarding the crystallization process, for both trials, the feeding period started at 50 s. The 

appearance of the first crystals could be detected visually at approximately 300 s for the trial at 

atmospheric pressure (blue line) and as soon as the feeding period started for the trial under 

vacuum (orange line). Consequently, for the trial at atmospheric pressure, between 50 s and 300 

s, no crystals were formed – at least not in enough quantity to provide any significant modification 

in the measured absolute energy. Most of the data obtained during this period were most likely to 

correspond to the bubbles created by the feed rate over the liquid surface in the crystallizer. After 

300 s, at atmospheric pressure, the absolute energy was measured as a consequence of the 

crystallization dynamics taking place. As a matter of fact, the formation of crystals, their growth, 

agglomeration and breakage gave rise to a certain number of crystals in suspension with a certain 

particle size distribution. The collision between these particles and their environment generated 

the measured absolute energy.  

Regarding the trial under vacuum (orange line), as soon as the feeding period started, the adipic 

acid crystals were formed. Additionally, such crystals were mostly concentrated on the surface of 

the liquid in the crystallizer and remained mostly “locked” in place despite the agitation in the 

vessel. After the end of the feeding period (around 200 s), the solution started to be cooled down 

and new crystals were formed, which correspond to the increase in the absolute energy after the 

indicated time. As the crystallization progressed and the crystal population varied in size 

distribution and number, the absolute energy values increased. It should be noted that the 

disturbance observed at 400 s in the orange line corresponds to an operator manipulation over the 

set-up.  
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Fig. 4: Absolute energy acquired throughout the crystallization trial. The trials carried out at 

atmospheric pressure or under vacuum are represented by the blue and orange plots, respectively. 

The lower figure corresponds to the first 1000 s of the trial. 

 

Regarding the difference in the absolute energy at the each of each trial (blue and orange plots), it 

is most likely a consequence of a difference in the mass of crystals in suspensions (which 

contribute to the generation of acoustic energy). As a matter of fact, in the trial under vacuum, a 

part of the formed crystals was concentrated at the liquid surface, while for the trial at atmospheric 

pressure, the crystals were mostly dispersed throughout the liquid phase. Thus, the crystals present 

at the liquid surface in the trial under vacuum did not contribute as much to the generation of 

acoustic energy, hence the absolute energy difference between the trials. 

In order to demonstrate that the absolute energy was indeed correlated to the quantity of crystals 

in the liquid phase, the results from the ATR-FTIR spectroscopy were used. As a matter of fact, 

the measured spectra in the liquid phase were converted to dissolved adipic acid mass fraction with 

the help of a calibration curve. With the adipic acid mass fraction over time and the known total 

adipic acid mass in the system (constant), the mass of crystals could be calculated at each time 

instant from a mass balance. The calculated mass of crystals was then divided by the total mass of 

adipic acid in the system, which gave as a result the crystal load. The crystal load is plotted in Fig. 

5 as a function of time (black line, right side of the plot), along the absolute energy (blue line, left 

side of the plot) for the trial at atmospheric pressure. Both absolute energy and crystal load showed 

the formation of crystals, with an increase in their respective values, after approximately the same 

time, 300 s and 400 s, respectively. Additionally, the relation between these two variables can be 

expressed as shown in Fig. 6. From this figure, the absolute energy varies the most once the crystal 

load is superior to 0.25. When the crystal load is inferior to 0.25, the absolute energy varies from 

zero to approximately 0.25x105 aJ. Once the crystal load increases from 0.25 to 0.47, the absolute 

energy rises from 0.25x105 aJ to 2.5x105 aJ. 
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Fig. 5: Crystal load (black line, right side of the plot) and absolute energy (blue line, left side of 

the plot) as a function of time. The crystal load corresponds to the mass of crystals over the total 

mass of adipic acid in the system.  

 

 
 

Fig. 6: Absolute energy as a function of the crystal load for the trial at atmospheric pressure. 

 

3.4 Other acoustic emission descriptors  

As mentioned previously, different acoustic descriptors are obtained from the acoustic signals. 

Apart from the absolute energy showed in the previous sections, the number of counts and the 

signal amplitude for the crystallization trials are shown in Fig. 7. The blue and red points 

correspond to the trials at atmospheric pressure and under vacuum. The data is presented for the 

first 1 000 s of each trial (from a total of 3 000 s), since the process dynamics change the most 

within this time period. The number of counts represents the number of times the acoustic signal 

threshold is crossed. The signal amplitude and frequency are characteristics of the wave form and 

are calculated through time.  
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Regarding the number of counts in the top plot in Fig. 7, three slopes can be identified for the trial 

at atmospheric pressure (blue points). A first increase in the number of counts from the beginning 

of the trial until a point around 250 s (number of counts inferior to 2.5x106), a second slope where 

the number of counts increases rapidly (number of counts inferior to 5x106) and a third slope that 

remains approximately the same until de end of the trial. The first slope corresponds to the noise 

detected during the feeding period until the formation of the first crystals. The second slope was 

most likely to belong to the birth of the new crystals and the third slope correspond to the other 

processes during crystallization: growth, agglomeration and breakage and eventually the formation 

of new crystals. For the trial under vacuum (red points), the following steps could be observed: a 

first increase in the number of counts, followed by a plateau, a second rapid increment in the 

measurement and a final steady increase in the number of counts.  

Regarding the signal amplitude, there were clearly two patterns during the crystallization trial: for 

the first one, the signal amplitude varied from 25 dB up to 65 dB until 250 s or 300 s for the trials 

at atmospheric pressure and under vacuum (blue and red points), respectively. In the second phase, 

the signal amplitude remained between 50 and 60 dB for both trials. For the trial at atmospheric 

pressure (blue points), such transition corresponded to the formation of crystals in the liquid phase. 

For the trial under vacuum, this transition corresponded to the second mass production of crystals 

in the liquid phase (the first one corresponding to the beginning of the feeding period).   

 

 
 

Fig. 7: For the trials of adipic acid crystallization, from top to bottom: number of counts, signal 

amplitude and signal frequency. The blue and red points correspond to the trials at atmospheric 

pressure and under vacuum, respectively. 
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4. Conclusions 

 

A multi-probe system was employed for monitoring the semi-batch crystallization of an aqueous 

solution of adipic acid. After the presentation of the dynamics in the crystallizer from the 

temperature profiles, the acoustic emission data was presented in terms of absolute energy. Such 

parameter was found to be the most straightforward acoustic parameter to track the dynamics 

occurring during the formation of the crystals. As a matter of fact, the absolute energy could be 

used to track the onset of particle formation and increase of the crystal load, as a result of the 

correlation of the absolute energy with the data from the ATR-FTIR spectroscopy. Other acoustic 

descriptors, such as the number of counts and the signal amplitude could be used to complement 

the observations from the absolute energy measurements. The acoustic emission was found as an 

important tool to monitor modifications in the crystallizer, consequently the next steps of our 

studies will be the application of such technique to monitor the crystallization operation at the 

industrial scale. As a result, the next trials are expected to show the applicability of such analytical 

technique and its capacity for providing insightful information of an industrial crystallizer. 
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ABSTRACT 

 

The potential for trailing waves (TWs) rather than Lamb waves to be observed in the out-of-plane 

displacement signals from acoustic emission (AE) sources in thick plates was examined. Finite 

element modeling (FEM) was done for buried in-plane dipole (IPD) sources in steel plates with 

thicknesses up to 125 mm and propagation distances from 250 mm to 1500 mm. The domain was 

large enough so that significant reflections were not observed during the primary signal arrivals. 

The run times extended to 1 ms. “Ring-type” sources were used so that axisymmetric modeling 

could be done. The rise time of the IPDs was typically 1 µs with a cosine-bell time dependence, 

and the two 1 N forces were spaced by 200 µm. The IPDs were located at several depths from very 

near the top surface of the plates to the midplane. The displacements as a function of time were 

obtained on both the top and bottom surfaces. The analysis primarily considered a bandpass of 80 

kHz to 500 kHz. In addition, fast Fourier transform results and time/frequency analysis were used. 

The typical character of TWs consisted of a train of short wave-packets (each 10 to 25 

microseconds). The significant-amplitude TW packets arrived after an arrival time corresponding 

to the Rayleigh wave velocity. The number of packets in the train increased with increasing 

propagation distance. The likelihood of the signals exhibiting TWs increased with increases in 

plate thickness, increases in the distance of the IPD below the surface of interest. The presence of 

the TWs complicates the determination of fixed velocity arrival times necessary for source location 

determination. Also, since TWs rather than Rayleigh waves appear for IPD depths at some 

distance below the surface used to sense AE signals, there are potential issues when the AE 

approach depends on a Rayleigh wave being present. 

 

Keywords: In-plane dipoles, trailing waves, thick plates, modeled dipole sources. 

 

 

1. Introduction 

 

Some fairly recent references in the field of ultrasonics have been published relating to the concept 

of trailing waves (TWs) [1-3]. Both experiments and modeling were done for thicker plates, when 

they were excited by pulses from an ultrasonic transducer on either a plate transverse surface or 

an end of the plate. TWs were observed in a plate thickness regime between bulk waves and Lamb 

waves. The experiments and modeling showed the presence of a train of TWs when the product of 

the frequency of the pulse and the plate thickness was greater than 15 MHz mm for steel plates [1, 

2]. Since acoustic emission (AE) sources (in contrast to the situations of the above references) are 
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typically buried self-equilibrating point sources with a broad frequency content, the question arises 

as to whether such trains of TWs can appear in the waves generated by such AE sources in thicker 

plates. Also, since in AE field applications the frequencies in the signals are typically less than 0.5 

MHz, the potential for observation of TWs may depend on testing of thicker plates. The use of AE 

on thicker steel plates was published many years ago [4,5] for thicknesses 80 mm and 152 mm 

respectively. These works were directed towards nuclear reactor components. Based on the above 

discussion, the goal of this work is to use finite element modeling (FEM) to examine conditions 

of occurrence and characteristics of TWs in the out-of-plane surface displacement signals 

generated by buried in-plane dipole (IPD) sources in thicker steel plates. 

 

 

2. Modeling conditions and geometry 

  

All numerical computations are carried out within the software program Comsol Multiphysics 5.4 

using the “Structural Mechanics Module”. The software program uses an implicit formulation to 

solve transient coupled partial differential equations. The settings follow the validated approach 

established in [6,7]. The geometry considered is shown in Fig. 1. To lower the numerical intensity 

of the model, a 2D-axisymmetric approach was chosen instead of a full 3D approach. The cross-

section studied including the typical dimensions of thickness (75mm) and disc radius (2000mm) 

are included. The IPD is located 100 µm distance to the axis of symmetry, oriented in parallel to 

the x-axis. As test source function, a force is applied in the x-direction using a cosine-bell shape 

function reaching a maximum 𝐹𝑚=1 N within a rise-time 𝑡𝑠=1.0 µs. Depth position of the IPD is 

varied along the z-axis to range from half the thickness of the plate (0%) to the top surface (100%). 

To terminate unwanted reflections, a low-reflecting boundary condition is implemented on the far 

right of the modeled cross-section following [6,7]. A mapped mesh with a maximum edge length 

of 0.5 mm together with a time step of 50 ns is chosen for the computation, fulfilling convergency 

criteria as outlined in [7]. Evaluation is made for the out-of-plane displacements (z-displacement) 

at distinct intervals along the x-axis. 

 

 
 

Fig. 1: 2D-axisymmetric geometry studied and corresponding view on 3D equivalent 

with cross-section marked in red. Nominal dimensions of length and thickness for one 

case study only. 

 

 

3. Results for 75 mm thick plate; broadband from 80 kHz to 500 kHz 

 

It is appropriate to discuss a key observation relative to the formation and propagation of the IPD-

based TWs. Since the case on a mid-plane dipole (0%) provides the clearest situation to point out 

the observation, the focus is on that case for a 75 mm thick plate. In order to view “snapshots” of 

the wavefield in certain regions along the plate at specific times, without significant overlapping 

rigid body movement, the out-of-plane velocity wavefield (z-direction) was used for visualization 

instead of the out-of-plane displacement. Fig. 2 shows two snapshots at 260 µs (top) and 292 µs 

(bottom). The colors correspond to the signs of the out-of-plane velocity (crests) in the waves that 

travel from one surface to the opposite one. Expanded views (to scale) of these snapshots were 
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used to find the initial and final horizontal positions of “start” and “end” representing wave 

propagation of one wave package from one surface to the opposite one. When the waves reach a 

surface, they create the TWs as a part of their reflections. Using the red or blue wave crests “V’s” 

(shown in the figure), where a crest of one color reaches and reflects right at the surface, to 

consistently track single colors from “start” on one surface across to finish (“end”) on opposite 

surfaces to find the difference in absolute position along the x-axis between the two images. For 

the example shown in Fig. 2 the reflection “start” on the top surface was estimated to be at 529.6 

mm, and the estimated reflection “end” on the bottom surface was estimated at 600.5 mm. Then, 

the horizontal position difference was used with the plate thickness of 75 mm to calculate the 

angled distance (103 mm) from one surface to the other. Division by the time difference of the two 

snapshots (32 µs) resulted in a propagation velocity “across” thickness for the waves. This 

velocity, 3.23 mm/µs, was 3 % greater than the calculated shear velocity of 3.13 mm/µs. This 

result provided evidence that the wave propagation from one surface to the next was at the shear 

velocity. 

 

 
 

Fig. 2: “Snapshots” of the out-of-plane velocity (z-direction) at two times (top at 260 µs and 

bottom at 292 µs) for a 0% IPD in a 75 mm thick plate. 

 

Fig. 3 demonstrates the out-of-plane displacement signals on both the top surface (a) and bottom 

surface (b) at a series of six propagation distances (250 mm to 1500 mm) for a dipole level at 66% 

(i.e., 12.75 mm below the top surface, based on half the thickness with 0% at the mid-plane). 

Clearly part (b) shows a train of short-duration wave packets, TWs, in the bottom surface signal at 

each propagation distance. The length or duration of the full signal increases as the propagation 

distance increases due to the spawning of new trailing waves (shown later) at the end of the signal. 

Thus, the number of TWs increases with propagation distance. At a propagation distance of 250 

mm, the total signal duration is about 90 µs, and this duration increases to about 440 µs at 1500 

mm. The peak amplitude of the signals at each propagation distance is found at latter TW or the 

last arriving TW. It can be verified that the dominant amplitudes of the TWs occur after the 

calculated arrival time of the Rayleigh velocity, as the TWs before this time have smaller peak 

amplitudes. On the contrary, part (a) shows the top surface signal amplitude peaks are from a 

Rayleigh wave at all the propagation distances. TWs with small peak amplitudes can be observed 

after the arrival of the Rayleigh waves.  The total signal durations change over a similar range as 
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for the bottom surface signals. For both the top and bottom surface signals, the durations in this 

case of the individual TWs are typically about 10 to 25 µs depending on the selected (by eye) start 

and end of each wave packet. 

 

 
 

Fig. 3: Out-of-plane displacement for an IPD at 66%, as a function of propagation 

distance for both top (a) and bottom (b) surfaces. 

 

 
 

Fig. 4: FFT for the signals in Fig. 3 at 1500 mm propagation distance. 
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Using the signals at 1500 mm, shortened from 250 µs to 750 µs (the region of the main signal), 

the fast Fourier transforms (FFT) were calculated. Fig. 4 shows that the signals from both surfaces 

are broadband from the 80 kHz high pass frequency out to about 600 kHz, which is beyond the 

filter low-pass frequency. Similar FFT results are apparent (not shown) for the shorter propagation 

distances. Some further frequency aspects of the TW packets can be illustrated using 

time/frequency analysis by the Choi Williams Distribution (CWD) [8]. Fig. 5, left column, shows 

the signals and CWD results for both surfaces at 1500 mm for the primary signal to beyond the 

end of the last TW (250 µs to 750 µs). These results show the broad frequency range of each TW 

that is consistent with the FFT results. They also show the dominance of the Rayleigh wave (arrives 

at about 517 µs) in the top surface results. The results also clearly emphasize the spacing of the 

wave packets and the fact that the spacing shows a slight increasing trend as the time increases. 

Fig. 5, right column, focuses the CWD results for the time period after the Rayleigh wave arrival 

time. This permits a clearer view of the time offset of the arrivals of the TW packets between the 

two surfaces that is due to the offset from the mid-plane of the IPD. 

 

 
 

Fig. 5: Signals and CWD results for the signals in fig. 3 at 1500 mm propagation distance, for 

both top and bottom (left), and shorter time period both surfaces (right). 

 

3.1 Change of level of IPD 

When the level of the IPD in the plate thickness was altered several aspects changed. Fig. 6 (left 

two columns) compares the out-of-plane displacement of the signals at 1500 mm for both surfaces 

for five different depths (98%, 80%, 66%, 33% and 0%). The top surface signals show that the 

Rayleigh wave is no longer present for the 33% and 0% IPD positions. Instead, at these source 

depths, the TWs dominant with much later arrivals of the peak amplitudes compared to the 

Rayleigh wave arrival time. As the dipole depth moves further down from the top surface, Rayleigh 

peak amplitude decreases, and relative to the Rayleigh wave amplitude, the TWs show a gradual 

increase in amplitude. The bottom surfaces have no Rayleigh waves and the TWs dominate. Only 

in the 98% case, a small time period of low frequency A0 Lamb wave is present (see red arrow).  

Using the shown signal time period, FFT results were calculated for this 1500 mm propagation 

distance. The results in Fig. 6 (right two columns) for the top surface signals again demonstrate 

broadband signals. For the bottom surface, the 98% dipole position has a lower frequency peak at 

about 93 kHz with a rapid falloff as the frequency increases (see red arrow, for A0 contribution). 

For the other levels, the broadband behavior is dominant. 
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Fig. 6: Signals left two columns and corresponding FFT results right two columns at 1500 mm 

propagation distance as depth of IPD increases. 

 

3.2 For 0% case, examine velocity of TWs along a plate 

Using the 0% case in a 75 mm thick plate cases some interesting observations can be made. Fig. 7 

compares, for the 0% dipole at 1500 mm, the signals and CWD results for both the top and bottom 

surfaces for a time region of 550 µs to 750 µs, which is after the arrival time of the Rayleigh 

velocity. There the TWs packets arrive at the same time at both surfaces with opposite signs. 

The velocity of the TWs along the bottom surface was examined for this 0% case (75 mm thick) 

using the signals at closely spaced distances (1000 mm to 1275 mm at 25 mm intervals). By tracing 

the individual TWs, the propagation velocity for seven selected TWs was estimated. Fig. 8 shows 

the data as well as the estimated velocities. The “oldest” traced TW had a lower velocity (4.21 

mm/µs), and the most recently formed one had a higher velocity (5.8 mm/µs). The figure also 

shows the formation of new trailing waves (D, E, F and G) as the propagation distance increased, 

as well as, the growth in amplitude of these newly formed TWs. 

 

 
 

Fig. 7: Signals and CWD at 1500 mm for time period after Raleigh arrival; 0% IPD. 
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Fig. 8: Signals for 0% IPD at closely spaced propagation distances. Table of estimated 

propagation velocities of “traced” TWs. 

 

 

4.  Dipoles at 66% as a function of changes in the plate thickness for 1500 mm propagation 

 

For an 80 kHz to 500 kHz bandpass, Fig. 9 illustrates, for both surfaces, the large differences in 

the signals as the plate thickness increases from 6.25 mm to 125 mm. The bottom surface signals 

for a propagation distance of 1500 mm clearly show that at 6.25- and 12.5-mm Lamb waves are 

dominating in particular the fundamental flexural mode (verified by use of CWD with 

superimposed group velocities, not shown). For the thicknesses of 50, 75, 100 and 125 mm, the 

TWs dominate the bottom surface. For the top surface, and thicknesses of 6.25 mm and 12.5 mm, 

Lamb modes dominate (verified by use of CWD with superimposed group velocities, not shown). 

At thicknesses of 50, 75 and 100 mm a Rayleigh wave dominates. For these three relatively thick 

plates lower amplitude TWs are present and grow relative to the Rayleigh wave amplitude as the 

thickness increases. Finally, at a thickness of 125 mm, the TWs dominate. Also, it is clear in these 

TW cases, as shown in Fig. 10, the time spacing between the TWs increases and there are fewer 

TWs in a fixed time period as the thickness increases at a fixed propagation distance. This is 

consistent with the longer path between the surfaces. There is a question as to what mode(s) is 

dominating for the 25 mm thickness on both surfaces? Fig. 11 illustrates for both surfaces, using 

the CWD along with superimposed group velocity curves [8] that multiple Lamb modes, rather 

than TWs, are present including S0 thru S1 and A0 thru A2. Also, higher frequencies of some of 

these modes are present due to the bandpass extending to 500 kHz, and for the top surface there is 

evidence of the Rayleigh wave at the highest frequencies. Thus, the transition between Lamb wave 

dominance and TW dominance for this frequency band occurs between 25 mm and 50 mm plate 

thicknesses. 
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Fig. 9: Signals for 66% IPD at 1500 mm versus plate thickness. 

 

 
 

Fig. 10: CWD from bottom surface signals for 66% IPD for thicknesses of 75 mm, 100 mm and 

125 mm at 1500 mm propagation distance. 
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Fig. 11: CWD for 66% IPD for plate thicknesses of 25 mm, showing Lamb modes on both 

surfaces at 1500 mm propagation distance. 

 

 

5.  Discussion of results relative to source location, source identification and pencil lead 

breaks 

 

5.1  Source location 

In order to gain some insight into the potential issues with the determination of arrival times for 

source location calculations in the presence of TWs, two cases (80 kHz to 500 kHz filter) were 

compared as illustrated in Fig. 12 at two different propagation distances (750 mm and 1500 mm). 

First, an IPD at 66% in a 75 mm plate, and second, an IPD at 66% in a 12.5mm plate. In the latter 

case, typical Lamb waves are present on both surfaces, and this situation is the common case in 

AE work where standard techniques have been applied. It should be pointed out that in this 12.5 

mm case, the durations are longer than for the 75 mm case. As shown in the figure there are large 

differences in the signal on the two surfaces in the 75 mm case. Rayleigh waves are dominant on 

the top surface, while TWs are dominant on the bottom surface with their maximum amplitude 

near the end of the TWs. Further, on the bottom the number of TWs increases with propagation 

distance. Also, as shown earlier at certain IPD levels there may not be a Rayleigh wave on either 

surface. When Rayleigh waves are present on the monitored surface, standard AE techniques for 

source location can be applied using sensors with higher frequency sensitivity. Threshold-

determined arrival times coupled with the Rayleigh velocity would be expected to result in AE 

locations. When the monitored surface in thicker plates is dominated by TWs, the ability to carry 

out source location may be compromised without special considerations. This situation is likely to 

occur when the sources are on or near the opposite surface (e.g., the inside of a thick-wall pressure 

vessel) from the sensor locations. Since the number of trailing waves increases with increased 

propagation distance, and the peak amplitudes are near the end of the sequence of TWs, it is 

unlikely that a threshold-based approach would yield arrival times at a known propagation 

velocity. Also, the very first arrivals are unlikely to be detected, due to their relatively small 

amplitudes compared to the peak amplitude. Consistent with the initial nature of this study, further 

possible approaches to source location were not considered. 

BottomTop
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Fig. 12: Comparison of signals on both surfaces at two propagation distances for 66% IPD in 75 

mm (top row) and 12.5 mm (bottom row) thick plates. Vertical cursors at calculated arrival times 

of extensional mode and Rayleigh wave. 

 

5.2  Source identification 

Since frequency content can be an important part of source identification, this aspect was examined 

in the 75 mm thick plate by FEM runs for different rise times. Four different values, 1 µs, 2.5 µs, 

5 µs and 10 µs, were used for the IPD source (located at 66%). The signals and FFT results for 

both surfaces at a propagation distance of 1500 mm are shown in Fig. 13 for the 80 to 500 kHz 

bandpass. The top surface results show a dominate Rayleigh wave as the rise time increased up to 

a 5 µs rise time, while the bottom surface signals show dominant TWs up to a 2.5 us rise time 

(verified using the CWD, not shown). Since the FFT results show a progressive loss of higher 

frequencies as the rise time increases, the source rise time may be indicated in the thick plates by 

FFT results even in the presence of TWs. Again, consistent with the initial nature of this study, 

further possible approaches to source identification were not considered. 

 

 
 

Fig. 13: Signals and FFT results on both surfaces for 66% IPD in 75 mm plate as a function of 

source rise time. 
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5.3  Pencil lead breaks (PLBs) 

In Fig. 14, the broadband, 80 kHz to 500 kHz, signals and CWDs on both surfaces are compared 

for a top surface out-of-plane monopole, 98% IPD and 66% IPD (all 1 µs rise time) for a 75 mm 

plate at 1500 mm propagation distance. Since PLBs are often used in field testing, the question is 

whether the signals generated by PLBs provide guidance as to the characteristics of the signals 

that will be present from real buried sources. The top surface signals, with Rayleigh wave 

domination, are similar for all three source cases. Some traces of TWs appear for the 66% dipole, 

but the Rayleigh wave still is dominate. In the bottom surface results, the monopole signal is 

dominated by a lower frequency portion of the A0 mode (shown earlier). The 98% dipole has both 

TWs, as well, as this low frequency portion of the A0 mode. In contrast, the 66% signals are 

dominated by multiple TWs. For both surfaces, the monopole (applied to the top surface) signals 

are of much higher amplitude (up to 40 dB) than the IPD signals. These differences would be 

important in the case of field testing when the PLB is on the top surface (monitored surface) and 

the IPDs positions are near the “bottom” surface such as in the case of a large pressure vessel with 

a flawed inner surface. 

 

 
 

Fig. 14: Signals and CWD for both surfaces at 1500 mm propagation distance for out-of-plane 

top surface monopole, IPD at 98% and IPD at 66%, filtered 80 kHz to 500 kHz. 

 

 

6.  Conclusions 

 

6.1  Characteristics of TWs in thick steel plates: 

 Formed by successive reflections of shear waves travelling between opposing plate 

surfaces. 

 Clearest view in frequency vs. time; where each TW is visible as broadband signal. 

 Dominant TW amplitudes are those post the calculated Rayleigh wave arrival time; when 

no dominant Rayleigh wave is present. 

 As plate thickness increases, number of TWs, in a fixed time period, decreases and spacing 

between them increases at a fixed propagation distance. 
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 Transition from Lamb waves to TWs for thickness > 25 mm; for 1 µs rise time source 

under current modeling conditions. 

 For IPD near a surface, Rayleigh wave amplitude dominates, still see lower amplitude TWs 

in signals. 

 New TWs form, grow in amplitude and increase in number at the signal ends as the 

propagation distance increases; resulting in longer signal durations. 

 These TWs propagate along the bottom plate surface with velocity of about 5.8 mm/µs for 

newly formed ones to 4.2 mm/µs and less for the earlier formed ones. From closely spaced 

propagation distances, IPD at 0%, 75 mm. 

 

6.2 Key implications for AE in thick plates: 

 For broadband sensors, the current filtering of 80 kHz to 500 kHz implies will observe 

TWs in signals for thicker plates, in this study at greater than 25 mm. For 25 mm and less 

thickness, Lamb waves (including higher modes) were dominant. 

 Signal arrival time approaches (for source location purposes) used for Lamb waves will 

likely need to be altered when TWs dominate due to their different characteristics. 

 Comparing a top surface monopole (like PLB) to an IPD at 98% in a 75 mm plate, 

demonstrated the much higher amplitude, up to 40 dB, of the monopole signals on both 

surfaces. 
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ABSTRACT  

 

Impact is a common source of damage in pipes and pipeline systems and detecting the location 

and nature of damage is vital for reliability and safety of these systems. The main difficulty in the 

use of AE technology for such applications is being able to investigate the extent to which the 

temporal structure of such a non-impulsive event can be reconstructed using sensors located on 

the external surface of a pipe at some distance from the source. There is currently no reliable way 

of relating the temporal structure of the generating event to the temporal structure of an AE source. 

This work uses a set of matching AE experiments and finite element simulations to study the 

relationship between the generating AE event (dropped ball on a steel surface) and the resulting 

stress-time history recorded at a given point on the surface of the pipe. 

Two test objects were used; a solid cylindrical steel block of diameter 307mm and length 166mm 

and a 2m pipe length of diameter 100mm and wall thickness 10mm. The AE resulting from the 

surface impacts was recorded over a period of 2 seconds for both experiments and simulations. 

The work builds on an earlier study with the same test objects using impulsive sources. 

The results confirmed that a mechanical disturbance which is extended in time can be identified 

from its energy-time imprint carried on the stress wave.  

 

Keywords: Acoustic emission, finite element analysis, AE energy, solid cylinder, steel pipe. 

 

 

1. Introduction  

   

Pipelines play a significant role in the transport of both gases and liquids, particularly in the oil 

and gas industry. There is a constant interest in improved levels of monitoring of these structures, 

as pipeline accidents are quite often disastrous both to people and the environment [1]. A good 

number of studies have recommended Acoustic Emission Monitoring (AEM) for the continuous 

surveillance of structures, machines and processes [2-5] and this paper tackles how a quantitative 

approach can be applied to pipeline integrity assessment. 

AE is a term used to describe high-frequency (0.1 to 1MHz) elastic stress waves generated by the 

rapid release of mechanical energy often associated with structural degradation [6,7]. In pipelines, 

the main known sources are leaks, fatigue, and impact from external forces, although, in some 

applications, flow noise and abrasion may generate significant AE.  Over the years, AET has 

become an accepted Non-Destructive Testing (NDT) technique with potential applications to 

pipelines [8] and this is due to its ability to provide information on the structural health of a pipeline 
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by using relatively few monitoring points and relying on propagation characteristics to locate faults 

such as leaks.  

Just as in any other NDT testing technique, AET has limitations, the most significant being its 

inability to effectively determine as many characteristics of an AE source as one might expect for 

its very high temporal resolution. Much of this is because a number of processes produce AE, and 

not all of these give rise to signal that is of interest. There are, therefore, still research challenges 

in determining the nature, severity and location of multiple and/or prolonged sources, using signals 

acquired at one or more sensors mounted on the pipe surface [9]. 

Although the use of Finite element analysis (FEA) to simulate acoustic emission wave propagation 

has been a subject of research for over two decades [10-12], much of the work applying FEA has 

been focussed on a description of propagation [13,14]. 

 

 

2. Overall approach 

 

This approach follows from an earlier study with the same test objects using impulsive sources 

[15]. Two different test objects were used; a solid cylinder and a 2m steel (ASTM A106/99) pipe. 

The solid cylinder was 307mm diameter and 166mm long and was used standing on one of the 

circular faces, with the opposite circular face being used as the test surface (Fig. 1).  

The pipe was of length 2m, external diameter 0.08 m and internal diameter 0.1m. The external 

cylindrical surface was used as the test surface with both source and sensors being mounted on it 

(Fig. 2). A guide tube was used to guide the ball bearing on to the centre of the surface of the 

cylinder. The configuration was chosen to be close to the actual technological application. 

For the experiments on both the pipe and the solid cylinder, a ball bearing drop was used to 

simulate sources with an extended temporal structure. The preamplifiers were set at a gain of 40dB 

and a sampling rate of 5Msamples/s with a pre-trigger of 1000 points was used. The system also 

acquired 50,000 points from the second sensor interlaced with the trigger. Three different sized 

balls (17g, 3g and 0.3g) were dropped from the same height (0.3m) onto the surface of both the 

solid cylinder and the pipe. Unlike the ball bearing drop on the solid cylinder, the ball bearings 

were dropped onto a flat steel plate placed on the pipe, for practical reasons. 

Abaqus 6.10 was used for the simulations to model a steel cylinder and pipe fixed at both ends and 

subject to loading 0.2m from one end. The cylinder, pipe and ball models were both simulated as 

three dimensional, elastically deformable steel solids. Both the steel ball and pipe sections were 

modelled as 3D homogenous linear elastic continua, and an 8-node linear brick elements (C3D8) 

were used to discretize the model. Linear elements being used on the assumption that the 

stresses/displacements caused by the deformation and the propagating wave were within the elastic 

range. An element of size 0.01mm and time step of 1 × 10-9 second were used for the simulations. 

Stress time-histories were recorded at a distance of 0.5m from the location of impact for a total 

time of 2s.   

Just as with the experiments three different sized balls (17g, 3g and 0.3g) were simulated to drop 

from the same height (0.3m) onto the surface of both the solid cylinder and the pipe. 

The analysis was carried out at two different timescales; short (initial interactions free of 

reflections) and long (involving several bounces). 
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Fig. 1: Schematic representation of ball bearing drop on solid cylinder.  

 

 
 

Fig. 2: Schematic representation of ball bearing drop on pipe. 

 

 

3. Experimental result and analysis 

 

3.1  Solid cylinder 
Fig. 3 shows typical raw AE signals for the three potential energies and ball sizes. As can be seen, 

the ball bounces several times over a period of around 1second, each bounce being characterised 

by a burst of AE lasting about 0.1second with an increase in energy as the ball mass is increased.  
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Fig. 3: Typical long-timescale AE signal balls dropped from 30cm height. a)17g b) 3g c) 0.3g on 

the solid cylinder. 

 

Fig. 4 shows 140μs around first wave arrival for the three ball sizes. It can be seen that, irrespective 

of the ball bearing size, each first arrival is characterized by a low amplitude component of duration 

about 1μs, followed by a high amplitude component, which contains the peak amplitude.  

 

   
 

Fig. 4: Short-timescale AE signal dropped from 0.3m unto the solid cylinder.  a)17g b) 3g c) 

0.3g. 

 

The measured (AE) energy was then calculated for each of the first four impacts for each of the 

ball bearing masses by integrating over the entire length of the burst.  

Fig. 5 shows a plot of the measured energy against the incident energy in the first four bounces for 

each of the masses. As can be seen, the relationship between incident energy and measured energy, 

whilst not linear, is at least continuous for each of the ball sizes. However, there is clearly also an 

effect of ball radius, since the curves for each of the ball sizes are not continuous. The plots are 

shown at two scales on the ordinate so that the trends at low incident energy can be more clearly 

seen. 

 

 

 

a) b) c) 

a) b) c) 
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Fig. 5: Plot of measured energy vs incident energy in the first four bounces for all ball sizes 

dropped on the solid cylinder from 30cm. 

 

3.2  Pipe  

Fig. 6 show typical records of the first 2 seconds of AE signal for balls dropped from 30cm height. 

As can be seen, just as with the solid cylinder, the ball bounces are characterised by a burst signal 

of duration of about 0.1s, the peak of the burst reducing with successive bounces.   
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Fig. 6: Typical long-timescale AE signal for balls dropped from 30cm height a) 0.3g b) 3g c) 17g 

for sensor at 0.5m on the 2m pipe. 

 

A comparison of Fig. 6 with the cylinder equivalent (Fig. 3) shows that the amplitude is a little 

higher for the pipe, although there are fewer bounces, somewhat further apart. It might be noted 

that the heaviest ball (Fig. 6c) has saturated the preamplifier and that the actual signal will be 

somewhat higher than depicted. The saturation seen in Fig. 6c was expected as is usually the case 

in applications with strong AE-sources.  

Fig. 7 shows the first 100 μs around first wave arrival at the first sensor for typical raw AE time 

series recorded at S1, on the pipe (first wave arrival) for three ball sizes dropped from 30cm height. 

Comparison with the equivalent signals for the solid cylinder (Fig. 7 with Fig. 4) shows the records 

for the pipe to be more complex, also, it can be seen that each first arrival is again characterized 

by a low amplitude component followed by a high amplitude component, which contains the peak 

amplitude.  

 

   
 

Fig. 7: Typical raw AE time series recorded at S1, on the pipe (first wave arrival) for three ball 

sizes dropped from 30cm height (a – 0.3g, b – 3g, c –17g. 

 

 

a) b) c) 

 

c) a) b) 
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Figs. 8 and 9 show plots of measured energy vs. incident energy for the first four bounces for balls 

dropped onto the reference object and onto the pipe.  

 

 

 
 

Fig. 8: Plot of measured energy vs incident energy in the first four bounces for the three ball 

sizes dropped from 30cm height onto the cylinder. 
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Fig. 9: Plot of measured energy vs incident energy in the first four bounces for the three ball 

sizes dropped from 30cm height onto the pipe. 

 

From Figs. 8 and 9, it is clear that the pipe experiments show similar general behaviour to those 

on the solid cylinder, i.e. that the measured energy increases with incident energy, but that the rate 

of increase is lower for the heavier masses (and radii). This is most likely to be due to the fact that 

the heaviest masses are have enough momentum to displace the plate if they do not land directly 

above the contact line between plate and pipe.  

Figs. 10 and 11 show plots of measured energy vs incident energy for the first bounce for each of 

the ball sizes for both the reference object and the pipe. As already observed, the mass (or perhaps 

the radius) of the ball does not lead to the expected linear increase in measured AE energy and this 

effect is even more marked for the pipe than it was for the solid cylinder.  
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Fig. 10: Plot of measured energy vs incident energy in the first bounce for the three ball sizes 

dropped from 30cm height onto the cylinder. 

 

 
 

Fig. 11: Plot of measured energy vs incident energy in the first bounce for the three ball sizes 

dropped from 30cm height onto the pipe. 

 

 

4. Simulation result and analysis 

 

Just as with the corresponding experiments, the simulated results were recorded as time series, 

which start when the source is activated. The stress time signals obtained from the simulations at 

S1 for 0.3g, 3 and 17g balls dropped from 0.3m heights is shown in Fig. 12 for the first 2 seconds. 

Comparing these with the corresponding experiments (Fig. 6) shows that the duration of the 

individual bounces is far longer in the simulations, most noticeably for the lightest ball. This can 

be attributed to the undamped reverberation of the AE wave in the simulations. 
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Fig. 12: Time series of Cauchy stress for virtual sensors at 0.5m from the simulated source on a 

pipe for balls dropped from 30cm height a) 0.3g b) 3g c) 17g. 

 

Fig. 13 show the stress time signals for the first bounce for the plots shown in Fig. 12, it can be 

seen that the general amplitude increases with ball mass. Also, in contrast with the measurements, 

the increase in measured energy with incident energy is continuous across all simulations. 

 

   
 

Fig. 13: Raw medium time series of Cauchy stress for virtual sensors at 0.5m from the simulated 

source on a pipe for balls dropped from 30cm height a) 0.3g b) 3g c) 17g. 

 

Fig. 14 shows a plot of the simulated energy vs incident energy in the first four bounces dropped 

from 30cm height for the three ball sizes. It can be seen that in contrast with the measurements, 

there is very little difference in calculated incident energy between bounces, which is not 

surprising, since the coefficient of restitution for the simulations is unity. 

 

 

 

a) b) c) 

a) b) c) 

194



 

 
 

Fig. 14: Plot of simulated energy vs incident energy in the first four bounces dropped from 30cm 

height for the three ball sizes. 

 

 

5. Conclusions 

 

The ball drops onto the solid cylinder produced signals in which the first arrival and several 

rebounds could be discerned over a period of around 1 second. Each impact produced a burst of 

duration around 0.1 second, sufficient time for multiple reflections from the bottom face and edge 

of the cylinder. Despite this, there were clear relationships between the incident energy of the 

dropped object and the measured AE energy, confirming that these would be suitable sources to 

give a model for practical mechanical disturbances on the pipe. 

The experimental and simulation results show that the relationship between measured or simulated 

energy and estimated incident energy increased continuously, and the differences could be 

attributed to the practical aspects of the experiments, including changes in coefficient of restitution 

associated with plastic deformation.  

The experiments and simulations exhibited the expected behaviour with a burst of AE signalling 

the first landing and several subsequent bursts corresponding to the ball bouncing upwards and 

returning to the surface. In comparison with the equivalent experiments on the flat cylindrical 

surface, the ball drops on the pipe exhibited a longer burst with each bounce and somewhat more 

erratic behaviour with subsequent bounces. 

Finally, although there was some suggestion that the heavier ball impacts might have involved 

plastic deformation, such events would be of little interest to a pipeline operator. Mechanical 

interactions which are of industrial interest are likely to involve such sources as excavators, drills 

or fishing gear and there would need to be a way of determining the severity of the event in terms 

of damage to the pipe. 

 

 

 

 

 

 

 

0

0,05

0,1

0,15

0,2

0,25

0,3

0 0,01 0,02 0,03 0,04 0,05 0,06

S
im

u
la

te
d

 E
n

er
g
y
 (

V
2
.s

)

Incident Energy (J)

17g 3g 0.3g

195



 

6. References 

 

[1] Haastrup, P. and Brockhoff, L.H., 1991. Reliability of accident case histories concerning 

hazardous chemicals: an analysis of uncertainty and quality aspects. Journal of hazardous 

materials, 27(3), pp.339-350. 

[2] Shehadeh, M., Steel, J.A. and Reuben, R.L., 2006. Acoustic emission source location for 

steel pipe and pipeline applications: the role of arrival time estimation. Proceedings of the 

Institution of Mechanical Engineers, Part E: Journal of Process Mechanical 

Engineering, 220(2), pp.121-133. 

[3] Vidya Sagar, R., Raghu Prasad, B.K. and Sharma, R., 2012. Evaluation of damage in 

reinforced concrete bridge beams using acoustic emission technique. Nondestructive Testing 

and Evaluation, 27(2), pp.95-108. 

[4] Nivesrangsan, P., 2004. Multi-source, multi-sensor approaches to diesel engine monitoring 

using acoustic emission (Doctoral dissertation, Heriot-Watt University). 

[5] Webster, J., Marinescu, I., Bennett, R. and Lindsay, R., 1994. Acoustic emission for process 

control and monitoring of surface integrity during grinding. CIRP annals, 43(1), pp.299-

304. 

[6] Roberts, T. and Talebzadeh, M., 2003. Acoustic emission monitoring of fatigue crack 

propagation. Journal of constructional steel research, 59(6), pp.695-712. 

[7] Berkovits, A. and Fang, D., 1995. Study of fatigue crack characteristics by acoustic 

emission. Engineering Fracture Mechanics, 51(3), pp.401-416. 

[8] Shehadeh, M.F., 2006. Monitoring of long steel pipes using acoustic emission (Doctoral 

dissertation, Heriot-Watt University). 

[9] Ding, Y., Reuben, R.L. and Steel, J.A., 2004. A new method for waveform analysis for 

estimating AE wave arrival times using wavelet decomposition. NDT & E 

International, 37(4), pp.279-290. 

[10] Zelenyak, A.M., Hamstad, M.A. and Sause, M.G., 2015. Modeling of acoustic emission 

signal propagation in waveguides. Sensors, 15(5), pp.11805-11822. 

[11] Sause, M.G. and Richler, S., 2015. Finite element modelling of cracks as acoustic emission 

sources. Journal of nondestructive evaluation, 34(1), pp.1-13. 

[12] Sause, M.G., Hamstad, M.A. and Horn, S., 2012. Finite element modeling of conical 

acoustic emission sensors and corresponding experiments. Sensors and Actuators A: 

Physical, 184, pp.64-71. 

[13] Abolle-Okoyeagu, C.J., 2019. Acoustic emission monitoring of pipes: combining finite 

element simulation and experiment for advanced source location and 

identification (Doctoral dissertation, Heriot-Watt University). 

[14] Prosser, W.H., Hamstad, M.A., Gary, J. and OGallagher, A., 1999. Reflections of AE waves 

in finite plates: finite element modeling and experimental measurements. Journal of 

Acoustic Emission, 17(1-2). 

[15] Okoyeagu, J.A., Torralba, J.P., Chen, Y. and Reuben, R., 2014. Acoustic emission source 

identification in pipes using finite element analysis. In Proc. of 31 Conf. on European 

Working Group on Acoustic Emission (pp. 3-5). 

    

 

 

196



 
 

 

 

IDENTIFICATION OF DAMAGES INTO A POLYMER STRUCTURE BY 

AE - TRANSITION FROM TENSILE SPECIMEN TO STRUCTURE 
 

 

Eric Lainé1,*, Jean-Claude Grandidier1, Anne-Laure Gorge1, Maxime Cruz1 and Eric Maziers2 

 
1Institut Pprime, CNRS, ISAE-ENSMA, Université de Poitiers, F-86962 Futuroscope, France; 

eric.laine@ensma.fr, grandidier@ensma.fr, anne-laure.gorge@ensma.fr  
2TotalEnergies One Tech Belgium, Zone Industrielle Feluy, B-7181 Seneffe, Belgique; 

eric.maziers@totalenergies.com  

*Correspondence: eric.laine@ensma.fr  

 

 

ABSTRACT 

 

This paper aims to study the damage mechanisms with acoustic emission technique (AE) in a 

polymer sandwich structure that contains three layers: two polyethylene skins and the polyethylene 

foam core (skin-foam-skin). First, a classical tensile test was carried out to correlate the acoustic 

signals with plasticity initiation and damage of a polyethylene sample. The results obtained are 

similar to those observed in other studies. Moreover, it is possible to separate the signal due to 

cavitation from the signal due to necking propagation. In a second step, the technique is used to 

detect the rupture of a polymer skin on a rotomolded skin-foam-skin structure (bottle). Tests were 

performed on this bottle by applying internal water pressure. Two tests are conducted with 

interruptions more or less early to determine the first damages and understand their evolution. 

Finally, different parameters (average frequency, RA value, etc.) are measured to understand and 

quantify the perceived damage. A structural damage scenario is proposed based on the AE/RX 

correlation and the mechanical behavior. 

 

Keywords: Polymer, multilayer, acoustic emission, damage, tensile test, structure test. 

 

 

1. Introduction 

   

In the literature, many works are devoted to determining the damage of composite, metallic and 

structured materials using the acoustic emission (AE) technique. However, there are very few 

papers on AE for thermoplastic polymers [1-7] and none to our knowledge for sandwich polymer 

structures. One reason may be that polymers strongly attenuate ultrasonic waves and are less 

energetic.  

The challenge is to verify that this technique can apprehend damages in a polymer sandwich 

material. The objective is to characterize the failure scenarios of a multilayer polymer structure by 

combining RX and AE. A new sandwich material consists of a foamed polyethylene (PE) layer 

between two polyolefin skins, inner and outer layers. The structure (7 liters bottle) is produced in 

a rotational molding process [8-10], a polymer conversion technology mainly designed to produce 

hollow plastic parts. This sandwich material (skin-foam-skin) considerably increases the bending 

stiffness for the same weight. Therefore, it is easy to imagine its interest, particularly in the 

automotive [11], aeronautical, storage and transport industries. 
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If some materials can capture acoustic signals during mechanical stress by their components 

(fibers) or their morphology, it is not the same for semi-crystalline polymer materials. The latter 

are increasingly used in various applications (automotive, aerospace, transportation...). On the 

other hand, as these materials are increasingly used under extreme conditions, new methodologies 

are necessary to precisely follow the degradation of their properties to predict their lifetime. The 

mechanisms of plastic deformation, damage, and fracture have been extensively studied [12-18]. 

Despite all this work, the characterization of PE damage remains a real challenge. 

However, one of the challenges is verifying whether this AE technique can apprehend damage in 

a complex polymer structure (skin-foam-skin). Specifically, the representative structure used in 

this research is a three-layer rotomolded bottle. The question to be answered is whether AE 

associated with tomography can obtain information on the damage in a multilayer. The difficulties 

are the complexity of the multilayer structure (skin-foam-skin), two different materials (PE foam, 

PE skins), different density materials, the internal environment (water), the ‘decimetric’ 

dimensions of the bottle, and the interface between skin and foam which present a gradient of 

density. 

In order to identify the mechanisms with AE tools, it is essential to develop a specific protocol. 

The first phase consists of determining the first acoustic signal linked to the first apparition of the 

damage. Therefore, an analysis of the acoustic activity during a tensile test can be performed on 

polymer samples that constitute one of the skins of the sandwich material and are recognized as a 

reference. Different loading - unloading internal pressures should be applied at the structure level 

on a multilayer rotomolded bottle instrumented with height sensors. A second challenge is locating 

the first damage area in a complex multilayer structure. The bottles in the initial state are 

tomographed in order to be compared with the scans taken after each test interruption to correlate 

these signals to damage. 

The material and structure are introduced in the following paragraph, and then the experimental 

systems and the associated acoustic emission technique are detailed in the experimental procedure 

paragraph [19]. Finally, the paragraph on results and discussion presents the results of the tensile 

and bottle tests before concluding. 

 

 

2. Material and structure 
 

2.1 Material 

The material is polyethylene (PE) which is a new generation metallocene medium density 

polyethylene (mMDPE) with hexene as comonomer. This polymer has a density of 0.940 g/cm3. 

The sandwich material is manufactured by rotational molding, a polymer conversion technology 

specifically designed to produce polyethylene foam with a density of 0.200 g/cm3. 

The polyethylene tensile specimens tested in this work are cut from monolayer rotomolded bottles 

with the polyethylene material. 

 

2.2 Structure 

The bottles tested (Fig. 1a) are sandwich structures (Fig. 1b) composed of a layer of expanded 

polyethylene foam between two layers of polyethylene, called skins. The dimensions of multilayer 

rotomolded bottle are: height 330mm, width 200mm and depth 140mm (Fig. 1c, Fig 1.d). The 

bottle has a rectangular section, the bottom of the bottle is slightly curved, and the edges have 

outer and inner radii of curvature of 15mm and 5mm, respectively. The skins and foam are 2mm 

and 10mm thick, respectively. The bottle is produced with a threaded cap. It is cut by machining 

at this point to install the clamps that hold and seal the bottle during pressure testing [19]. 
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Fig. 1: (a) Bottle tomography – (b) and (c) Tomographic images of two cross sections – (d) 

Tomography of a longitudinal section of the bottle (bottle axis) [19]. 

 

 

3. Experimental procedure 

 

3.1 Tensile tests and acoustic emission 

The uni-axial tensile tests were conducted in an Instron 1195 testing machine (500N load cell).. 

These tests are performed at one constant strain rate 1.75 10-3 s-1 with the Videotraction® system 

[20] and performed at ambient temperature (±1◦C). Strains are calculated from the displacement 

of four marks applied to the surface of the specimen (Fig. 2a, Fig. 2b). During tests, the four marks 

are monitored in real time by a CCD camera. The logarithmic (or true) longitudinal (𝜀𝑙) and 

transverse (𝜀𝑡) strains are calculated with the current and initial distances between longitudinal and 

transverse (in width direction) marks, and the increments of these values [19-20]. The Cauchy 

stress in the loading direction (or True stress) is determined from the current axial load, the initial 

cross-section area of the specimen and the true transverse strain, in isochoric framework and 

assuming isotropy of true transverse strains (in width and thickness) [19-20]. 

To capture the AE signals during the tensile tests (Fig. 2a), a two-channel PCI-2 from Mistras 

Group is employed. The test is therefore performed with two Micro-80 piezoelectric acoustic 

sensors (100 kHz - 1 MHz bandwidth and 10 mm diameter) with a PAC 1220A preamplifier (40 

dB gain), which are positioned on the tensile specimen (Fig. 2b). When recording the AE signals, 

the operator defines a detection threshold (35 dB) below which no signal is registered. The 

acquisition system is configured before each test using the mine-breaking procedure [21-22]. The 

characteristics of a signal are well known, such as duration, rise time, and amplitude. In addition, 

only signals with sufficient intensity to reach both sensors can be located and situated along the 

specimen. For these tests, the signals are therefore divided into two categories: non-localized 

signals (called "AE hits") and localized signals (called "AE events"). 

 

3.2 Structure experimental (ENDOMAT) and acoustic emission 

The experimental test bench "Endomat" [19,23] is a tri-axial mechanical test machine allowing the 

following stresses: tension-compression (1200kN), torsion (55kN), and internal pressure 

(1200bar). In addition, this bench makes it possible to impose mechanical compression and 

internal pressure on a structure simultaneously. The practical dimensions of the test machine are 

700x700x1800mm, which allows the fastening of large structures. In this work, only the pressure 
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load is used. The tension-compression axis is locked during all the tests to position and hold the 

bottle. A specific assembly has been designed to link the structure to the test bench, allowing 

positioning, holding, and sealing during the internal pressure tests. This system allows the bottle 

to be subjected to mechanical compression and internal pressure in different modes: monotonic, 

charge-discharge, creep, fatigue (cyclic). 

An 8-channel express system from the Mistras group is used for recording AE signals during bottle 

testing. In addition, damage monitoring is carried out by acoustic emission measurement. During 

all the tests, the bottles are instrumented with eight piezoelectric acoustic sensors with a PAC 

1220A preamplifier (gain of 40dB) presented in the previous paragraph. They are placed on the 

bottle with silicone grease and held in place with adhesive tape (Fig. 2c).The position of the sensors 

is in "square" (Fig. 2d) on the two main sides. When recording AE signals, the operator determines 

a detection level (32dB) below which no signal is registered. Similarly, the propagation is 

evaluated by the mine breakage procedure [21-22]. In addition, the acquisition system calculates 

the time-dependent parameters (amplitude, number of counts, rise time, duration, energy) in real-

time. These characteristics are directly related to the waveforms' shape, mainly exploited for the 

analysis of acoustic signals. 

 

 
 

Fig. 2: (a) Location of the four markers and two AE sensors on a tensile test specimen 

(dimension in millimeters) - (b) Tensile test on PE specimen -(c) and (d) Positioning of AE 

sensors on bottle. 

 

3.3 AE parameter analysis [19] 

During a test with the acoustic emission technique, the first analysis that can be done is to represent 

all the recorded signals in the form of amplitude - number of counts. This mapping should be 

signal-free in the lower right and upper left corners to validate the system acquisition parameters. 

Signals with small amplitude and large count number correspond to mechanical noise, and those 

with large amplitude and small count number correspond to electromagnetic noise [24].  

On the other hand, the method based on the classification of cracks based on the code JCMS-III 

B5706 [25] is also applied. This method has been used for concrete, from four-point bending tests 

and its direct shear tests on specimens [26]. To categorize active damage, AE parameters of the 

maximum amplitude Amv (Volts) and the rise time noted r (ms) are used to calculate RA value 

(ms/V). The average frequency noted A-FRQ (kHz) is calculated from AE count AEC and the 

duration time d (ms) as: 

 

 RA = r / Amv (1) 

 

 A-FRQ = AEC /d. (2) 

 

200



 

From these two parameters, the mechanisms occurring in different families of materials can be 

classified. For example, cracks are easily categorized into tensile and shear cracks for concrete 

[26]. These parameters will be discussed for the different protocols. However, a criterion defined 

on the ratio of the RA value and the average frequency for crack classification has not been proven 

[26]. Finally, the maximum amplitude AmdB in decibels of an AE signal in time domain is given by 

the following formula: 

 

 AmdB [dB] = (20 log Amv106[µvolt]) – G (3) 

 

where the voltage in µvolt is Amv and G is the preamplifier gain. Finally two other parameters can 

be analyzed: the AE signal count (N) and amplitude (Amv). In general, These two parameters are 

associated by the following relationship [27,29]: 

 

 N= Amv
-m (4) 

 

where  and m are constants [28]. In the equation (4), the m parameter is negative, which indicates 

that large amplitude AE signals are seen less often than small amplitude ones. For fatigue crack 

growth of a steel material, Yuyama et al. [29] determined that m  2. In contrast, Yamabe et al. 

[28] identified that m = 1.8 for rubber from the static growth test. Thus, they complete that since 

the value m obtained from the static growth of rubber is coherent with that determined from the 

growth of fatigue cracks in steel. This value is accepted as related to failure behavior, i.e., crack 

growth [27]. In the specific case of polymers, the damage modes are limited, and the mechanisms 

that can generate acoustic waves are visco-plasticity (high speed), cavitation - coalescence - 

tearing. At the scale of a complex structure, damping increases the difficulty and does not permit 

analysis counts and events. In order to develop in this study a first classification for damage in a 

polymer sandwich structure, the classical AE descriptors are analyzed as the RA value and the A-

FRQ and the parameters of the equation (4). 

 

 

4. Results and discussions 

 

4.1 Evaluation from the tensile test on PE sample 

During the tensile test on the polyethylene specimen, 24 AE events and 357 AE counts located 

between the two sensors are transmitted and discriminated during the acoustic activity recording. 

Fig. 3a illustrates the number of counts as a function of amplitude. This distribution confirms that 

the measurements are reliable and therefore not due to mechanical and/or electromagnetic noise. 

Fig. 3b shows the temporal evolution of the load and the true stress during the whole duration of 

the tensile test and the superimposed amplitude of the received acoustic signals. About the load 

curve, three zones can be distinguished:  

 the first one from the beginning of the test to the maximum load represents the first damage 

(cavitation) and the initiation of the neck,  

 the second zone which corresponds to the decreasing load (neck localization),  

 the third one where the load plateau corresponding to the neck propagation is observed. 

 

The acoustic signal amplitude varies between 35 and 60dB. A decrease in the average amplitude 

is observable during the test. The maximum is achieved in the first zone, well before the initiation 

of the neck. As the mechanical load increases, acoustic emissions are primarily developed between 

the first bend of the load curve and the maximum load point. This corresponds to the formation of 

cavitation in the useful area. During the evolution of the necking phase, the AE activity decreases 

sharply, and the signals have lower amplitudes (35 to 40dB). The signal parameters are correlated 

with each other by tracing the amplitude versus the number of counts, this distribution is 

comparable to [7]: as the amplitude increases, the number of counts increases. 
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In order to better correlate the number of cumulative acoustic signals and tensile properties, the 

true stress-true strain curve (Fig. 4a and Fig. 4b) is plotted on the same graph by converting time 

to strain. Fig. 4a is a zoom (the first 5% of the strain) of Fig. 4b. Thus, for the true stress-true strain 

curve, the initial slope represents the elastic mechanical parameter of the material, i.e., the 

modulus. The first acoustic signals appear at about 0.6% true longitudinal strain and true stress 

of 5.5MPa. Five AE events are detected at the beginning of the true stress - true strain curve (Fig. 

4a), with almost the highest amplitudes and the rest after shrinkage with lower amplitudes. From 

about 25% strain, which corresponds to zone 2, where the load decreases (neck location), and the 

number of AE signals decreases sharply. This can be seen in Fig. 4b, where the curves representing 

the cumulative number of AE hits and AE events respectively tend towards a plateau. 

 

 
 

Fig. 3: (a) Number of counts vs Amplitude on a tensile test specimen - (b) Amplitude, Load and 

true stress vs Time [19]. 

 

 

 
 

Fig. 4: True stress, Cumulative AE events and AE hits vs True longitudinal strain (a) up to 5% 

strain and (b) up to 100% strain [19]. 

 

4.2 Identification of first damage on a sandwich structure 

This first structural test aims to determine the relationship between the first acoustic signs and the 

local damage in the multilayer bottle subjected to increasing internal pressure. To identify this 

relationship, the test is stopped as soon as the first acoustic signals are perceived. At each stop, the 

bottle is removed from the test bench, emptied, and scanned to localize the first damage, then 

reinstalled on the test bench to pursue the testing. One of the significant difficulties of this 

procedure is to perfectly reposition the bottle on the bench between each test, significantly 

repositioning the acoustic sensors on the bottle. 
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During the first three interrupted tests (at 2, 3, and 5 bar), acoustic signals (only AE hits) are 

received on sensors 1,2,5, and 7. The tomographic evaluation does not provide any information to 

link the first AE signals to local degradation of the inner skin. These first pulses are due either to 

a very local degradation or the noise generated by the machine. Nevertheless, the characteristics 

of the signals are very similar to those seen at the time of the linearity loss of the traction curve. 

Of course, it is impossible to exclude machine noise completely, but comparing the first events 

under is convincing enough to link these signs to the initiation of the first damage in the same way 

as the tensile test. In this situation, the tomography is not sufficiently accurate to localize and 

observe the consequences of these mechanisms, which should be cavitation mechanisms. 

For the fourth load, it is decided to increase the pressure directly to 5 bar, then to increase by 1 bar 

steps depending on the level of detection of the acoustic signals. During the test, an acoustic 

activity appears already between 4 and 5 bar on sensor 1, then on sensor 3 between 5 and 6 bar. 

The test continues with a constant level of 6 bar. In parallel to sensor 1, acoustic signals are 

detected by sensor 3. The test is then interrupted after these 10-11 hits to scan the bottle. At the 

end of the unloading, 2 new hits are visible on sensor 1 with a slightly higher amplitude. In contrast, 

the other sensors (2,4,5,6,7,8) did not detect acoustic signals during this test. This first experiment 

suggests that the first hits are either a sign of the initiation of the first damage or parasitic events 

of the machine and the assembly that is recorded with the required filtering. The first hits at 40dB 

are well in line with wall failure mechanisms, which are the first mechanisms that emerge during 

the pressure rise. Finally, the distribution of hits is similar to that measured under tensile stress. 

 

4.3 Localization of failure of a skin (bottle) 

An analysis of the acoustic signals suggests that they are located between sensor pairs 1-2 and 3-

4 and close to sensors 1 and 3. Tomographic images of this area indicate that the inner skin of the 

bottle is starting to be damaged (Fig. 5a, Fig. 5b). A small crack developed in an area of thin skin 

at the initial cavities at the skin/foam interface (Fig. 5a). It is also imperative to note that not all 

thinner areas are affected by this magnitude of load damage. The first damage occurred near the 

bottom bend, an area of stress more complex than the walls of the bottle. 

 

 
 

Fig. 5: (a) Location of rupture zone on the bottle (test 1) - (b) Section A of Fig. 5a [19]. 
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No local breakage is detected on the opposite side (sensors 5 to 8). The 20 hits recorded during the 

test are split between the two sensors 1 and 3, respectively 16 and 4 hits. The cracks measured 

locally are 7.4 mm for crack 1 and 1.7 mm for crack 3. Likely, crack 2 between sensors 1 and 3 is 

not detected. If a link can be established between the number of occurrences and the length of a 

crack, then we can observe that here the ratios are very similar; thus, this ratio is 0.463 for crack 1 

and 0.425 for crack 3. 

 

4.4 A-FRQ and RA values 

Fig. 6a plots A-FRQ versus RA value for all acoustic signals for zones 1, 2, and 3 as defined in Fig. 

3b. These figures indicate that most AE signals have a high A-FRQ value and a low RA value for 

a tensile test. To our knowledge, unlike concrete, no study has attempted to use these parameters 

to categorize damage. Obviously, a single test is not sufficient, especially a tensile test. However, 

two sets can be distinguished: AE signals with high amplitude and high A-FRQ (low RA value) 

and those with low amplitude and high A-FRQ. 

For other materials (such as concrete) tested under various loads, the literature has shown that two 

damage modes can be differentiated by a line that separates high A-FRQ and low RA value and 

low A-FRQ and high RA value. This one is naturally material-dependent. However, no study to 

date has given any indication of the slope of this line for a polymer. Therefore, we arbitrarily 

choose the case where the proportion of the RA value and the average frequency is set to 1:20. 

Most of the signals are above this line, and the few signals below correspond to events at the end 

of loading when the necking unfolds with high values of true longitudinal strains. By 

superimposing the evolution of the RA and A-FRQ values with the loading as a function of time, a 

dependence of these values according to the three damage evolution zones appears [19]. 

Fig. 6b plots A-FRQ versus the RA value of each acoustic signal received from sensors 1 and 3 

during the bottle test (test 1). The A-FRQ and RA characteristics correspond to the damage 

initiation distribution in the tensile tests. Therefore, it appears reasonable to link these hits to 

damage initiation and the first small crack in the inner skin. The second test on a multilayer bottle 

leads to the same results and conclusions [19]. 

 

 
 

Fig. 6: Relationship between A-FRQ and RA value (a) tensile test - (b) bottle test (test 1). 

 

4.5 AE event count (N) and amplitude (Amv) 

Fig. 7 presents the number of AE events (N) versus amplitude (Amv) acquired from the bottle during 

the static internal pressure and tensile tests. The data at N1 was plotted because a few AE signals 

were created due to the swelling process. Using equation 4, the coefficient m can be directly 

determined from the dots in Fig. 7. The value of m identified for the tensile test is 1.90 for 

amplitudes larger than 42dB (12.6V). For bottle tests 1 and 2, where the acoustic activity was 

enough to exploit these parameters, the value of m is very close to 1.90. The fracture behavior is 

correlated to this slope. Thus, the value found for this polymer, which is representative of the crack 

growth energy, is between the values for steel [29] and rubber [28]. 
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Fig. 7: Relationship between the number of AE signals and the AE amplitude obtained from 

tensile test and bottle tests [19]. 

 

 

5. Conclusions 

 

Finally, the comparison of the acoustic recordings of the structure tests with the tensile test is 

significant. The failure scenario of the inner skin of the sandwich structure subjected to internal 

water pressure is proposed based on a cross-referencing of AE measurements and tomographic 

observations. Two tests on two distinct multilayer bottles with polymeric skins such as PE 

demonstrate that the use of AE permits the capture of damage and/or structural failure. Thus, the 

transition from a tensile sample to an industrial sandwich structure (rotomolded bottle) is validated. 

Furthermore, in a complex environment (pressurized water) with a PE sandwich structure, it is 

possible to detect by acoustic emission the first stages of damage at 6 bars and the propagation of 

cracks up to the stage of high rupture of the inner skin. Additional results are reported in [19]. This 

work initiates a new approach which will have to be confirmed in the future by complementary 

tests (shear, cracks growth) to complete the understanding of the damage evolution. 

 

 

6. Acknowledgments 

 

This work was funded by the French Government program “Investissements d’Avenir” 

(EQUIPEX GAP, reference ANR-11-EQPX-0018). In addition, the authors would like to thank 

TotalEnergies One Tech for their financial support for this research and the provision of bottles. 

 

 

7. References 

 

[1] Betteridge, D., Connors, P.A., Lilley, T., Shoko, NR, Cudby, M.E.A., Wood, D.G.M. (1983). 

Analysis of acoustic emissions from polymers, Polymer, vol. 24, no. 9, p. 1206-1212. 

[2] Ronkay, F., Czigany, T. (2006). Cavity formation and stress-oscillation during the tensile 

test of injection molded specimens made of PET, Poly Bull, vol. 57, no. 6, p. 989-998. 

[3] Bohse, J. (2000). Acoustic emission characteristics of micro-failure processes in polymer 

blends and composites, Compos Sci Technol, vol. 60, p.1213-1226. 

[4] Qian, R., Wang, T., Shen, J. (1983). Acoustic emission during stretching of polymers, 

Polymer Communications, vol. 2, p.168-175. 

[5] Galeski, A., Piorkowska, E., Koenczoel, L., Baer, E. (1990). Acoustic emission during 

polymer crystallization, J Polym Sci part B: Poly Phys, vol. 28, no. 7, p. 1171-1186. 

[6] Teofilo, E.T., Rabello, M.S. (2005). The use of acoustic emission technique in the failure 

analysis of PET, Polymer Testing, vol. 45, p. 68-75. 

205



 

[7] Casiez, N., Deschanel, S., Monnier, T., Lame, O. (2014). Acoustic emission from the 

initiation of plastic deformation of Polyethylenes during tensile tests, Polymer, vol. 55, p. 

6561-6568. 

[8] Emami, M., Takacs, E., Vlachopoulos, J. (2010). Study of Foaming Mechanisms in 

Rotational Molding, ANTEC 2010. 

[9] Emami, M., Thompson, M.R., Takacs, E., Vlachopoulos, J. (2011). Rheological Effects on 

Foam Processing in Rotational Molding, ANTEC 2011. 

[10] Emami, M., Thompson, M.R., Takacs, E., Vlachopoulos, J., Maziers, E. (2013). Visual 

Studies of Model Foam Development for Rotational Molding Processes, Advances in 

Polymer Technology, vol. 32, p. 809-821. 

[11] Maziers, E. (2013). Skin-foam-skin TP-Seal rotomolded structures: a new concept for the 

production of car bodies for urban mobility, Plastics Engin, vol. 69, no.9, p. 40-42. 

[12] G'sell, C., Jonas, J.J. (1981). Yield and transient effects during the plastic deformation of 

solid polymers, J Mater Sci, vol. 16, p. 1956-1974. 

[13] Galeski, A. (2003). Strength and toughness of crystalline polymer systems, Prog Polym Sci, 

vol. 28, p. 1643-1699. 

[14] Pawlak, A, Galeski, A. Rozanski, A. (2014). C,avitation during deformation of semi-

crystalline polymers, Prog Poly Sci, vol. 39, p. 921-958. 

[15] G’sell, C., Dahoun, A. (1994). Evolution of microstructure in semi-crystalline polymers 

under large plastic deformation, Mater Sci Eng, vol. 175, p.183-199. 

[16] Lin, L., Argon, A.S. (1994). Structure and plastic deformation of polyethylene, J Mater Sci, 

vol. 29, no. 2, p. 294-323. 

[17] Plummer, C.J.G., Goldberg, A., Ghanem, A. (2001). Micromechanisms of slow crack 

growth in polyethylene under constant loading, Polymer, vol. 42, no. 23, p. 9551-9564. 

[18] Hamouda, H.B.H., Simoes-Betbeder, M., Grillon, F., Blouet, P., Billon, N. (2001) Creep 

damage mechanisms in polyethylene gas pipes, Polymer, vol. 42, no. 12, p. 5425-5437. 

[19] Lainé, E., Grandidier, J.-C., Cruz, M., et al.. (2020). Acoustic emission description from a 

damage and failure scenario of rotomoulded polyolefin sandwich structure subjected to 

internal pressure for storage applications, Mechanics & Industry, vol. 21, p. 614-619. 

[20] G’Sell, C., Hiver, J.M., Dahoun, A., et al. (1992). Video-controlled tensile testing of 

polymers and metals beyond the necking point, J. Mater. Sci. vol. 27, no. 18, p. 5031–5039. 

[21] Nielsen, A. (1980). Acoustic Emission Source based on Pencil Lead Breaking, The Danish 

Welding Institute Publication, vol. 80, p. 15-20. 

[22] Jemielniak, K. (2001). Some aspects of acoustic emission signal pre-processing, J Mat Proc 

Tech, vol. 109, p. 242-247. 

[23] Lainé, E., Dupré, J.C., Grandidier, J.-C., Cruz, M. (2021). Instrumented tests on composite 

pressure vessels (type IV) under internal water pressure, International Journal of Hydrogen 

Energy, vol. 46, no. 1, p. 1334-1346. 

[24] Malpot, A. (2017). Etude du comportement en fatigue d’un composite à matrice polyamide 

renforcé d’un tissue de fibres de verre pour application automobile, Thèse, ISAE-ENSMA. 

[25] JC MS-III B5706 (2003). Monitoring method for active cracks in concrete by acoustic 

emission, Japan: Federation of Construction Materials Industries. 

[26] Ohno, K., Ohtsu, M. (2010). Crack classification in concrete based on acousyic emission, 

Const. and Bulding Mat., vol. 24, p. 2339-2346. 

[27] Ohtsu, M. (1996). The history and development of acoustic emission in concrete 

engineering, Mag Concr Res, vol. 48, p. 321–330. 

[28] Yamabe, J., Matsumoto, T., Nishimura, S. (2011). Application of acoustic emission method 

to detection of internal fracture of sealing rubber material by high-pressure hydrogen 

decompression, Polymer Testing, vol. 30, p. 76-85. 

[29] Yuyama, S., Kishi, T., Hisamatsu, Y. (1984). Effect of environmental, mechanical 

conditions, and materials characteristic on AE behavior during corrosion fatigue processes 

of an austenitic stainless steel, Nucl Eng Des, vol. 81, no. 2, p. 345-355. 

206



 
 

 

 

SIDCOF - INSPECTION AND SURVEILLANCE OF PENSTOCKS 
 

 

Johann Catty1, Olivier Duverger1, Abdelkrim Saidoun1 and Fan Zhang1 

 
1CETIM, 52 avenue Félix Louat, France; johann.catty@cetim.fr, olivier.duverger@cetim.fr, 

abdelkrim.saidoun@cetim.fr, fan.zhang@cetim.fr  

 

 

ABSTRACT  

 

The SIDCOF (Innovative Forced Pipe Diagnostic System) project, carried out within the 

framework of FUI 22, aims to develop innovative NDT methods and tools in three batches 

allowing: 

 In situ monitoring of penstocks 

 A robotic inspection of the inside of the pipes to avoid human intervention in a complex 

environment 

 A software platform to process data and help the operator to make decisions 

This paper will focus on the 1st batch. The work has enabled the development of sensor networks 

permanently installed directly on the pipe for monitoring installations and monitoring in real time 

the damage caused by rockfall, landslides and water leaks. Two dedicated systems have been 

developed and validated under real operating conditions. 

The first is based on a network of connected autonomous extensometers, each module of which 

operates wirelessly and is energy independent. It is able to follow the deformations of pipes in risk 

areas following landslides. This tool greatly simplifies the implementation of sensors and 

automatically routes the data produced by these sensors to the cloud. A totally IIOT product. 

The second uses a network of acoustic emission sensors to detect and locate (with an accuracy of 

the order of a few meters) in real time falling rocks, and the appearance of leaks on the pipe. The 

tool developed is a dedicated multi-channel system for on-board electronics and processing. The 

data processed is transferred automatically to the client cloud via the 4G network. 

The SIDCOF project is led by SETEC with CETIM, SOREA, ETE and Sub C Marine as partners, 

funded by BPI France, TENERRDIS, INDURA, Région Occitanie, Région Auvergne Rhône Alpes. 

 

Keywords: Monitoring, penstock, acoustic emission, extensometer, leak detection. 

 

 

1. Introduction 

  

Maintaining critical structures such as forced pipes (hydroelectric power plants) in operational 

conditions often becomes complex when these structures are inaccessible and likely to be damaged 

by landslides or rock falls. Sending staff to perform periodic measurement campaigns, apart from 

the time required for these inspections, can be dangerous, if not impossible, in poor weather 

conditions. On the other hand, the delay between an incident and its consideration by the operator 

can be problematic and cause additional damages. All these arguments therefore argue for 

permanent real-time monitoring of the health state status.  
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The SIDCOF project, led by Setec engineering company, Cetim (research center), SubC Marine 

(robotic integrator) and the hydroelectric park operator Soréa (CNR), has led to the development 

of several innovative pipe monitoring systems, including a system based on acoustic emission 

technique (EA) and the measurement of deformations.  

 

 

2. Acoustic emission 

 

2.1 Definition of the technique 

AE testing is a Non-Destructive Testing method (NDT), widely used in the industry to evaluate 

the health state of structures such as: 

 pressure vessels (storage tanks, reactors, …), 

 pipelines, 

 mechanical structure, such as crane, 

 bridges, 

 aircraft structures (wings), etc.  

 

This technique necessitates to solicit the structure, and then, earing the AE waves emitted by this 

structure. The diagnosis is based on the quantification of all the signals recorded during the test. 

By using calculation based on the Delta-t (difference of arrival time of the signals on each sensor), 

it is possible to calculate the origin of the AE waves. 

 

 
 

Fig. 1: AE technique basic principle. 

 

2.2  Specificities of penstock monitoring 

A penstock, as studied in the frame of this project has a small diameter (<1m) and corresponds to 

the most common middle power hydroelectric installation. Then, comparing to the length, we can 

consider that this penstock is a 1-dimension structure (Length >>> diameter). This has an impact 

on the way the AE system can localize events such as rock falls. 

It is also important to consider the fact that these structures are localized in mountains, far from 

any broadband and fast network. Then, transmission of information to the data center has to be 

well studied and optimized as much as possible. 

 

2.3 AE preliminary study 

This project has been focused on the Penstock that delivers water to ‘Les Moulins’ hydroelectric 

power plant, situated in the Maurienne Valley, in the heart of the French Alps. 

The length of the penstock is about 2 km, with a denivelation of 600 m between the water inlet 

and the powerplant. Built in the 60’s, it has been partially replaced, but some old parts remain and 

needs to be carefully monitored. Based on the risk study performed by the owner, it has been 

decided to install a monitoring system on a critical section of 300 m length, due to frequent rock 

falls and some landslides. It is also important to note that this area is very close to an active seismic 

area (swarm), that could provoke sudden landslides/rock fall also. 
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Fig. 2: Les Moulins penstock. 

 

 
 

Fig. 3: An AE sensor and its preamplifier installed inside a protection box in a tunnel section. 

 

In order to optimize our AE monitoring system, we have studied in a 1st stage all the parameters 

that could impact on the performances of detection. Then, many types of sensors have been tested, 

with different frequencies, different conceptions, more or less adapted to this hard environment 

(differences of temperature, snow, ice, etc.). For each type of sensor, we have also evaluated the 

capacity to detect what was initially defined: 

 strong impact such as rock falls, 

 leak that could be provoked by a rock fall, a landslide or due to the corrosion.  

 

Based on these results, we have chosen a type of sensors and installed a network of 12 sensors able 

to monitor the 300 m section of the penstock. As the penstock is not straight, it is important to 

adapt the location of the sensors to the geometry of the penstock. 

 

2.4 1st on-line monitoring stage 

For 16 months (from July 2018 to November 2019) the data coming from the 12 sensors have been 

recorded by a classical and high-performance AE data acquisition system (Valle AMSY-6). A very 

detailed study of these data has led to the following conclusions:  

 meteorological conditions such as rain and storms strongly impact raw data. It generates a 

huge number of events and can provoke sudden but temporary increase of Rms values of 

each sensor. Then, it is challenging to distinguish an event representing an expected 

rockfall or leak inside these raw data. A basic analysis of AE is not relevant because it 

includes a majority of non-significant data, not useful to assess the health state of the 

structure. Therefore, it is crucial to restrain the analysis to events that are well identified 

and that can be discriminated from ‘background noise’, 

 these 16 months monitoring has given very interesting information on some areas that are 

more prone to rockfalls (Fig. 4: area at X = 110 m, between sensors n°9 & n°10). It can 

help the end-user to preventively protect some parts of the penstock, and get more 

information on the critical periods (November/December in this case), 
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 our AE sensors and the installation procedure (gluing the sensor, protection, …) has been 

efficient and have shown a very good stability to cross more than one year, and one winter.  

 

 
 

Fig. 4: AE sensors location and AE events located along the penstock. 

  

2.5 Development of a specific AE system 

Based on this 16-months monitoring period, it was possible to define the specifications of a new 

innovative AE monitoring system. Why? Traditional systems could be utilized. But our objectives 

were to develop a system fitted to the need, not just for fun and for the pleasure of research, but to 

obtain a competitive and dedicated system. Our motivation is also to be eco-responsible and to use 

as few resources as possible: less performances as possible, less amount of data as possible. A 

small-data concept. 

 

2.6 Results 

The AE monitoring system demonstrator has been developed in stages, starting at the end of 2018. 

The final version (demonstrator) has been installed on site in September 2020. 

The sensors permanently placed on the pipe, are set in the case of ‘Les Moulins penstock’ every 

30 to 50 meters. The data acquisition system is based on C-Rio modules (National Instruments) 

that allow 12 synchronous channels (expandable to 128 channels). A software has been developed 

on LabVIEW language, integrating some original concepts of data acquisition that give the 

advantage of being less affected by unwanted signals provoked by background noise without 

losing any capacity of events location. 

The computer sends information through the 3G/4G network to a supervisory system (developed 

by Setec) that can instantly alert hydroelectric plant staff by email, sms, etc. Moreover, it is 

possible to fully control this system remotely. It is for example possible to change data acquisition 

parameters, alarm criteria, etc., from any computer or smartphone.  

Some tests have been done to demonstrate its capability in detecting leaks and rockfalls: 

 leaks: with our monitoring system, a leak such as what can be observed in Fig. 5 can be 

easy detected at a distance greater than 50 m, up to 80 m. As a leak generates a continuous 

acoustic activity, Rms indicator is the most interesting parameter, as shown in Fig. 6, 

 rockfalls: we have provoked high energy sources that can be compared to the energy of a 

rockfall. In Fig. 7, we have generated such a source every 2 meters approximately, from 

the position 0 m to the position 24 meters. We clearly observe a strong correlation between 

the theoretical position and the position that has been calculated from AE signals recorded 

by our monitoring system.  
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Fig. 5: Simulation of a leak. 

 

 
 

Fig. 6: Effect of some leaks on rms values. 

 

 
 

Fig. 7: Impact tests. 
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2.7 Conclusions  

This acoustic emission system developed in the frame of this project shows unique characteristics 

and architecture that allow for high-cost savings compared to standard acoustic emission systems 

and make it compatible with the target market. This development has led to a 1st demonstrator that 

is still operational since September 2020.  

We want to highlight the fact that this system has been designed to be economical, from all points 

of view: performance, volume of data, and therefore power consumption because we aim to make 

it self-sufficient in energy. But we have also proven that this system has sufficient performance to 

answer the problem, no less than a commercial system costing 10 times more. 

For example, a classical system would generate around 5 GO/year of data, when this prototype 

only generates 450 à 500 MO/year. This is again a saving of data, but in cascade a saving of energy, 

and post-treatment. 

Today, this original development deserves to be more widely disseminated to other sectors of the 

industry that may have similar problems: detection of leaks in any type of equipment under 

pressure (pipe, pipeline, forced pipe, storage, reactor, etc.), impact detection (mainly for pipes, 

forced pipes, etc.). 

 

 

3. Extensometry 

 

3.1 Definition and benefits of the technique 

Extensometry technology has been developed to measure changes in length of an object. The 

objective of this 2nd monitoring system is to complement the information given by AE monitoring: 

AE can detect sudden and local events but is not able to detect long term and slow changes; At the 

contrary, Extensometry is designed to measure very small deformations that can lead by 

accumulation to the breakage of the penstock. The 2 tools are very complementary and allow an 

optimal monitoring of such structure. 

 

3.2 Specificities of penstock monitoring 

The most feared event for a penstock is the mechanical failure. For each penstock, many 

parameters need to be taken into account to assess the risk of breakage. Then, a deep knowledge 

of the structure, its environment and history is required. For example: 

 the risk is a characteristic specific to each hydroelectric installation, 

 it is geographically distributed along the penstock, 

 the risk evolves over time, it may increase and require the implementation of new risk 

reduction measures, or, conversely, decrease following maintenance work on the 

installation, and make unnecessary existing prevention measures. 

 

The rupture of a penstock is generally the consequence of a chain of facts and multiple causes. 

Because the final cause of failure is the uncontrolled accumulation of stresses in the penstock 

producing plastic deformation of the material and thus reducing its breaking strength margin. 

When ground movements are present and considered critical for the installation, it is essential to 

monitor them in geographical areas exposed to these phenomena. 

 

3.3 Preliminary study 

A first measurement campaign has been performed in October 2018 in a risky area (based on 

previous observations). The goal is to measure longitudinal strains. Each instrumented straight 

section of the penstock has four measuring points equally distributed over the diameter. At each 

measuring point, two quantities are determined: 

 the longitudinal deformation of the wall, 

 the surface temperature of the wall, 
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 data are recorded every second and sent to the cloud via LORA network. Measurements 

have been analyzed between October 2018 and August 2019. It has shown that: 

 the variations in the longitudinal deformations observed are between -135 μm/m 

and +100 μm/m, 

 mean temperature is around 4°C, varying from -1°C to 21°C, 

 a strong correlation is observed between the strain and the temperature: 92% of the 

variability of the longitudinal strain observed over the period from March to May 

2019 is explained by the temperature variation. 

 

3.4 Development of a specific extensometer autonomous system - SENSCOF 

Based on previous study, an autonomous and communicative extensometer, based on the "thick 

layer" sensor technology has been developed by the Annecy Mechatronic Center, called 

SENSCOF. 

 

 
 

Fig. 8: SENSCOF sensible element installed on the penstock. 

 

 
 

Fig. 9: Von Mises stresses calculated in the extensometer. 

 

These sensors have been tested on a mechanical bench. The linearity deviation observed is less 

than 1% of the maximum applied load (800μm/m). 

A specific electronic module has been designed for this sensor, powered by a battery, and including 

a wireless transfer of the data through LORA network. Several SENSCOF modules have been 

installed on the ‘Les Moulins’ penstock in December 2019. 

 

 
 

Fig. 10: Strain trend recorded by SENSCOF n°2 from Dec. 2019 to Nov. 2020. 
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By using the temperature trends measured by each SENSCOF module, it is possible to extract the 

strain due to the temperature variations and the strain from mechanical reason. The Fig. 11 gives 

the mechanical strain trend for the same period (Dec. 2019 to Nov. 2020). 

 

 
 

Fig. 11: Mechanical strain trend recorded by SENSCOF n°2 from Dec. 2019 to Nov. 2020. 

 

 

4. Fusion of data 

 

From these 2 developments (AE and extensometry), we can deliver very accurate information on 

the health state of the Penstock. But from the End-user point of view, it is not very easy to extract 

immediate information from these data. A software platform called ‘Proxymae’ has been designed 

by SETEC to help the end-user by: 

 performing the archiving of the data, 

 allowing custom extraction and periodic report, 

 sending alarms,  

 performing more deep analysis of the data. 

 

 
 

Fig. 12: View of Proxymae web page. 
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5. Conclusions 

 

The SIDCOF (Innovative Forced Pipe Diagnostic System) project has been successfully carried 

out resulting in the development of several original monitoring tools: 

 an AE monitoring system that has been developed in order to fit the market, including 

original concepts that make our system economical and eco-responsible by optimizing its 

performances and amount of data, 

 an extensometer module based on the "thick layer" sensor technology which is autonomous 

and connected to the cloud.  

 

These 2 tools are also designed to work in harsh environment and in areas where data 

communication is limited. A dedicated software platform aggregates these data and gives a 

synthetic view of the behavior of the penstock. Using these 2 monitoring systems, the structure is 

under control. Any landslide, rockfall or water leak will be instantaneously detected and people in 

charge of the powerplant will be automatically alerted. What remains to be done? 

 further optimize the sensors: integrated amplification, increasing the energy autonomy, 

 enrich the software platform: more agility, enhancement of specific data, documentary 

consultation or generalization of information, etc.,  

 continue development: assembly in progress with industrial partners to switch from TRL7 

to TRL9. 
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ABSTRACT  

 

In the present work, our objective is to characterize fluids by the ultrasonic pulse echo method. 

Nowadays, the characterization of these fluids has received a great scientific and practical 

importance, it requires the development of a more efficient control technique in order to meet the 

desired quality and safety rules. Indeed, a matrix transfer approach has been introduced to model 

the signal propagation in a multilayer medium immersed in a fluid. This approach is mainly based 

on the calculation of the scattered signal in the time domain of a multilayer immersed in water in 

order to verify the ability to calculate the ultrasonic parameters, and possibly the velocity and 

attenuation. We then deduce the acoustic properties of fluids and compare with literature data 

(experimental). This approach has also been suggested as a new alternative to exploit for fluid 

characterization. 

 

Keywords: Ultrasonic testing, backscattered signal, multilayered, transfer matrix method, 

ultrasonic parameters.  

 

 

1. Introduction  

  

The Ultrasonic Non-Destructive Testing (UDT) technique offers a good combination of quality 

control and ease of use. It enables the examination of composite parts without damaging them, 

without modification of the material properties, and remains safe for the user. The principle of the 

ultrasonic technique consists of exciting the elastic plate immersed in water by an incident plane 

wave, the scattering acoustic phenomena are observed and then the backscattering waves are 

detected. The fluid bonded between two plates has been used mainly in quality control or 

reinforcement of plates as an adhesive material and has also proved to be useful in the evolution 

of materials [1-3]. 

The accurate simulation of acoustic wave propagation in complex structures are widely used for 

the characterization of the medium, and the detection of defects. In this context, the propagation 

of an ultrasonic wave through a complex structure is considered a process to produce long-duration 

acoustic signals [4-8]. Furthermore, the simulations can be quite time-consuming. The objective 

of this research is to predict the acoustic signal generated by the propagation of waves transmitted 

through a multilayer structure immersed in water at normal incidence, from a quadrupole 

formalism associated with a method based on the transfer matrix (TMM) [9,10]. The backscattered 

signal in the time domain of a multilayer immersed in water are calculated and plotted. The elastic 
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property (Ultrasonic parameters) of the fluid layer is estimated based on the time representation 

by which the relation between phase velocity (attenuation) and frequency is obtained. the acoustic 

properties of fluids are compared with literature data (experimental) at the central frequency of 5 

MHz. The comparison confirms the validity of the TMM to model the ultrasonic signals. 

The rest of the paper is structured as follows. The principle of ultrasonic wave propagation through 

a multilayer is described in section 2. Section 3 is devoted to the results and discussion. Finally, 

section 4 presents the conclusion. 

 

 

2. Ultrasonic waves models 
  

2.1 The transfer matrix method (TMM) 

The acoustic wave is considered as a plane wave perpendicular to an excitation surface and 

transmitted along the positive x axis. In theory, the plane wave is simulated by a sinusoidal 

function multiplied by the Hanning window at a center frequency of 5 MHz. 

 

 
 

Fig. 1: Signal spectrum, time signal, time-frequency image for plane wave. 

 

The multilayer structure consists of three layers: two solid layers separated by a fluid layer. The 

solid layers are labeled with indices 1 and 2, with density 𝜌1,2 and sound speed 𝐶1,2. The fluid is 

labeled with index 1 and it is described, by parameters 𝜌1 and 𝐶1. 

In the presented model, the layer can be represented by a quadrupole. By adopting the quadrupole 

formalism and knowing M and N, we can deduce 𝑣𝑒 and −𝑇𝑒 as a function of 𝑣𝑠 and −𝑇𝑠 as state 

variables. The expression of stress and velocity [9]: 

 

𝑣(𝑥, 𝑡) =
𝜕𝑢

𝜕𝑡
 

 

(1) 

𝑇(𝑥, 𝑡) = 𝑐𝑙

𝜕𝑢

𝜕𝑥
 (2) 

 

where 𝑐𝑙 is the longitudinal velocity in the layer. At the interfaces between the fluid and the solid 

layer, the displacement field, stress and velocity at the interface must be continuous. 
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Fig. 2: The schematic of the transfer matrix model. 

 

The relationship between the state variables on the input and output side of the multilayer can be 

written in the matrix form [9]: 

 

 

The coefficients 𝑎𝑖𝑗 are parameters depending on the thickness and the elastic characteristic of 

each layer. The backscattered wave e through a multilayer structure immersed in a fluid is 

established using the expression of the reflection coefficient [9]: 

 

 

where  𝑍2 is the acoustic impedance of the fluid. These calculations are made using long signals, 

which give all possible echoes. 

 

 

3. Results and discussion 

 

The signal in Fig. 3, shows the superposition of two components: the first corresponds to echoes 

backscattered by the plexiglass layer (1), and the second to those backscattered by the glass layer 

(2). In the first component, we see groups separated in time, while in the second part, the groups 

are difficult to isolate. This can be explained by the fact that glass has a strong reflective power 

which strongly conserves the energy of the signals compared to plexiglass. More precisely, the 

difference in impedance between the water layer (1), and the solid layer (glass or plexiglass) causes 

energy losses due to transmissions and reflections at interfaces. 

[
𝑣𝑒

−𝑇𝑒
] = [

𝑎11 𝑎12

𝑎21 𝑎22
] [

𝑣𝑠

−𝑇𝑠
] = [𝑇]. [

𝑣𝑠

𝑇𝑠
] (3) 

𝑅(𝑓) =
 𝑍2. 𝑎11 +  𝑍2.  𝑍2. 𝑎12 − 𝑎21 −  𝑍2. 𝑎22

 𝑍2. 𝑎11 +  𝑍2.  𝑍2. 𝑎12 + 𝑎21 +  𝑍2. 𝑎22
 (4) 
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Fig. 3: The time signal backscattered obtained by the presented model for the multilayer 

structure plexiglass(3mm)/water(3mm)/glass(3mm). 

 

We designate 𝜑2 and 𝜑4 the phases of 𝐴2 and 𝐴4, respectively. The phase difference between 

𝜑2and 𝜑2 can be written according spectral method and unwinding of phase method [11] as: 

 

∆𝜑(𝑓) =  𝜑4 − 𝜑2 = −
2𝜔𝐷

𝑣𝑝(𝑓)
+ 𝜋 (5) 

 

The phase velocity is expressed by: 

 

𝑣𝑝(𝑓) =
2𝜔𝐷

𝜋 − ∆𝜑(𝑓)
 (6) 

 

The attenuation is related to the amplitude spectra ratio 𝐴4(𝑓)/𝐴2(𝑓): 

 

𝛼𝑤𝑎𝑡𝑒𝑟 =
1

2𝐷
ln (

𝐴4(𝑓)

𝐴2(𝑓)
𝜀𝑟𝑒𝑓) (7) 

 

where D is the thickness of layer. Fig. 4 shows the phase velocity and attenuation of water. The 

phase velocity found at 5 MHz is 1490 m/s, which is close to the literature value 1480 [5,12]. In 

contrast to the attenuation of the longitudinal wave at 5 MHz is 0.6371 Np/m, which agrees well 

with the published values [5,12]. The comparison between the literature values shows that the 

maximum absolute relative error is 0.6% and 0.727%, respectively. This ratio is also less than 1%. 
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Fig. 4: The attenuation and phase velocity of the water obtained by presented model, at center 

frequency f = 5 MHz. 
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4. Conclusions 

 

In this article, we presented the transfer matrix method to calculate the ultrasonic backscattered 

through to a multilayer structure immersed in a fluid at normal incidence. The ultrasonic 

parameters of water calculated by the proposed model are compared and show a good agreement 

with the data available in the literature (Experimental).  the model can be suggested as a new 

alternative to exploit for the characterization of the fluid embedded in two viscoelastic layers. 
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ABSTRACT 

 

Localized corrosion is one of the most dangerous damages that can occur on metals, affecting the 

structure/component integrity. The early detection of such corrosion type is challenging for field 

applications, especially if a coted metal is used (e.g. coated aluminum alloys used in the 

aeronautical industry). In the present study the use of the Acoustic Emission technique (AE) is 

proposed to monitor the evolution of the localized corrosion, from the initial pitting that evolves 

to intergranular corrosion (IGC) prior to the material exfoliation (EFC). Coated (anaphoretic e-

coating) aluminum alloy 2024-T3 coupons were exposed to the EXCO solution (ASTM G34) for 

different time spans, and characterized by optical microscopy to evaluate the degradation. The 

most relevant parameters that characterize the AE signals were identified, allowing to classify 

practically all intervals of activity (≈80-90%) into 4 well-differentiated classes. The time 

distribution of such classes is in good agreement with the different stages (mechanisms) of the 

corrosion process as identified by the microstructural characterization. The AE data analysis has 

revealed the promising potential of this technique to distinguish between the different steps of the 

corrosion process, and pave the way to the detection of localized corrosion on coated aluminum 

alloys. 

 

Keywords: Acoustic emission, corrosion, aluminum alloy, exfoliation, early detection. 

 

 

1. Introduction 

   

The aluminum alloys are still playing a significant role in the design of lightweight aircrafts, and 

consequently, the control of the corrosion process is a matter of importance for the aerospace 

industry in terms of structure integrity as well as financial savings regarding the maintenance and 

repair operations costs. In particular, the aluminum alloys are prone to undergo localized corrosion, 

which is one of the most dangerous damages as it can develop and affect the material in depth. 

Thereby, different corrosion mechanisms are expected to occur depending on factors such as the 

microstructure, mechanical stresses on the material, the aggressive environment, etc. As reported 
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in literature, the localized corrosion could be explained in three main steps [1,2]: i) the localized 

corrosion initiates as small pits, and then extends under the surface at grain boundaries; ii) the IGC 

attack reaches the main direction of the material leading to the undermining of the surface grains 

(interphase); iii) the main directional attack lifts the surface grains producing a layered appearance 

(exfoliation, EFC).  

The EFC, as an advanced form of IGC, is expected to promote several damages in the bulk. This 

form of corrosion spreads along a multitude of planes parallel to the direction of rolling or 

extrusion, which is usually favored in areas where water can concentrate in riveted or similar joints.  

Moreover, at the latest stages implies the physical detachment of the material at sub-surface level. 

This latter feature can facilitate the detection of these phenomena using non-destructive techniques 

(NDT) rather than other type of corrosion sensors.  

Some authors have reported findings regarding the mechanisms of localized corrosion on 

aluminum alloys, as for example by investigating the pitting corrosion and the transition to the 

IGC [3]. Other authors [2,4], meanwhile, have investigated the advanced stage of the localized 

corrosion on aluminum alloys, i.e. EFC, using EXCO test (ASTM G34) [5], which is widely 

applied on alloys 2xxx and 7xxx for the assessment of the EFC resistance. 

Concerning the monitoring of dynamic processes, the acoustic emission (AE) has been largely 

proved to be a powerful technique for early detection of the damage undergoing in different 

materials and structures, long before reaching critical state [6-8]. However, the application of such 

technique to detect localized corrosion has been scarcely investigated, and mostly related with the 

detection of the hydrogen evolution bubble’s during pitting corrosion [9,10] or IGC [11] on bare 

aluminum alloy. 

The present work is dealing with the application of the AE technique for localized corrosion 

monitoring. The material used consisted of aluminum alloy AA2024-T3, typically used in 

aerospace industry, and coated with an anaphoretic e-coating primer, which includes an artificial 

defect that exposes locally the bare metal, simulating the access of the aggressive agent through 

in-service defects. 

 

 

2. Experimental description 
  

2.1 Materials 

The experimental testing was conducted on coated aluminum alloy AA2024-T3 (typically used in 

aircraft’s manufacturing). The microstructure of the substrate was revealed chemically and then 

examined with the optical microscope along and perpendicular to the rolling direction, as depicted 

in Fig. 1. It can be observed that the grains are stretched parallel to the upper surface, although 

without creating a layered microstructure. Table 1 lists the chemical composition of the aluminum 

alloy AA2024 used in this study. 

Sheets of 1 mm thickness were pretreated as follows: i) 3min of alkaline degreasing on a 

commercial product (Bonderite C-AK 18, Henkel) followed by ii) immersion in nitric acid (30% 

v/v) for 2 min (pickling). Then, samples of 75x100 mm2 were immersed on a Cr-free E-coat tank 

system (anaphoretic) and coated with nano silica-based colloidal polyurethane as a primer. 

 

Table 1: Chemical composition of AA2024 aluminum alloy. 

 

 Si (%) Fe (%) Cu (%) Mn (%) Mg (%) Cr (%) Zn (%) Ti (%) Al (%) 

Al 2024 0.082 

±0.008 

0.078 

±0.015 

4.31 

±0.19 

0.48  

±0.02 

1.49 

±0.05 

0.026 

±0.003 

0.13 

±0.02 

0.027 

±0.006 
Balance 
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(a) (b) 

  
 

Fig. 1: Optical micrograph of the aluminium alloy AA2024-T3: a) perpendicular to the rolling 

direction, b) along the rolling direction. 

 

2.2 Potentiodynamic polarization  

Experiments were conducted at room temperature, using a standard three-electrode cell. 1 cm2 of 

area was exposed for the working electrode, a Saturated Calomel Electrode (SCE, VSCE= + 0.244 

V vs SHE) was used as reference electrode and a Pt mesh as counter electrode. The solution of 1M 

NaCl was deareated with Ar 24h before the anodic polarization experiment on the bare aluminum 

AA2024-T3. Prior to the polarization, the specimen was exposed to the solution for 30 min under 

open circuit potential conditions (OCP≈0.75 V), and then polarized from -0.8 V to 0.0 V, at a scan 

rate of 0.167 mV/s using a Biologic SP-200 potentiostat. 

 

2.3 EXCO test  

The EXCO test, which is a standardized immersion test, was used with the aim of triggering the 

exfoliation corrosion (EFC). As stated on the standard G 34-01 ASTM, the electrolyte consisted 

of a reagent mixing sodium chloride NaCl 4.0M, potassium nitrate KNO3 0.5M, and nitric acid 

HNO3 0.1M. The EXCO solution was applied by immersion to the coated specimens through a 

tubular cell (Fig. 2a). 

In order to provide a direct and effective way for the electrolyte to reach the substrate, an artificial 

pore-like defect of around 150 µm diameter was created by laser across the E-coating (Fig. 2b). 

This way, the most affected area by the corrosion process was known beforehand, which enabled 

the subsequent characterization. 

 

(a) (b) 

  
 

Fig. 2: a) Experimental set-up of EXCO test along with AE monitoring. b) Confocal image of the 

pore-like defect. 

 

100 um
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Electrochemical measurements, as the potential, were recorded during each test with the help of a 

potentiostat SP200 (BioLogic), under open circuit potential (OCP) conditions using a three 

electrodes system, on which the reference electrode was Ag/AgCl electrode.  

 

2.4 AE acquisition 

The acquisition system Micro-SHM (Physical Acoustic Corporation -PAC-) recorded the AE 

signal during each experiment. The AE data was processed in real time and visualized by means 

the software AEwin. The sensor PKBBI (Physical Acoustic Corporation -PAC-), equipped with 

an integrated preamplifier (Gain = 26 dB), was of high and flat response in the range of 20-600 

kHz, as shown by the sensitivity curve illustrated in Fig. 3. The threshold for the data acquisition 

was of 25 dBAE based on background noise measurements, with a sample rate of 2 MHz. 

 

 
 

Fig. 3: Sensitivity curve of wide-band sensor PKBBI. 

 

Fig. 2a shows the experimental set-up, consisting of a tubular cell clamped to the upper surface of 

the specimen and filled with EXCO electrolyte, jointly with the AE sensor coupled to the same 

surface with the help of a clamp and using silicon grease. 

 

 

3. Corrosion characterization 

 

In order to get information of the different corrosion mechanisms (e.g., pitting, IGC) involved in 

EFC with time (initiation, early-stage corrosion and corrosion propagation), OCP has been 

monitored with time. Fig. 4a shows the OCP of different tests using EXCO solution, where an 

OCP around -0.58/-0.62 V is obtained from the beginning of the test. These values of the relative 

potential indicates a continuous corrosion of the AA, hindering the formation of any protective 

layer. According to the breakdown potential value obtained in the potentiodynamic polarization 

from Fig. 4b, it can be assumed that the OCP potential could be associated also to the dissolution 

of intermetallic particles (IMP) of Al2CuMg [12]. 

On the other hand, the steady trend indicates that no significant changes were observed along 

EXCO test. This fact is probably suggesting that the aggressiveness of this electrolyte (pH=3.6-

3.8) is too high, and is hindering the variation of the OCP with time. Thus, OCP cannot be an 

useful tool to distinguish different stages of the corrosion process. 
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(a) (b) 

 

  
 

Fig. 4: a) Evolution of relative potential during tests EXCO_2-4. b) Potentiodynamic 

polarization curve of AA2024-T3 in Ar-deaerated 1.0M NaCl. 

 

Besides, after each test the specimen was characterized by examining micrographs using an optical 

microscope. This characterization post-mortem, consisted of a cross-section of the most damaged 

area, i.e. across the pore-like artificial defect. Fig. 5 is revealing the impact of the corrosion 

throughout the material during the test. At this point, it should be noted that the experiment has 

been conceived intentionally with different duration for each test in order to get information from 

the characterization post-mortem at different times, that is, from initiation (i.e., pitting corrosion) 

to trigger EFC. Table 2 summarizes the duration of the five tests. 

 

Table 2: Duration of each EXCO test. 

 

TEST DURATION (h) 

EXCO_1 15 

EXCO_2 39 

EXCO_3 120 

EXCO_4 288 

EXCO_5 800 

  

It must be pointed out that the localized corrosion is a stochastic phenomenon, due to several 

uncontrolled elements as for example: the location of the IMP on surface, the porosity of the E-

coat (acting as pathways for the electrolyte to reach the substrate), the grains size and orientation, 

etc. However, even though the low reproducibility of the tests, micrographs show different 

corrosion damages during the whole process (Fig. 5). In this way, after 15h of test (EXCO_1) the 

pitting corrosion has already started, and later (EXCO_2, 39h) some intergranular corrosion (IGC) 

can be distinguished. After 120h (EXCO_3), the pitting corrosion has grown in depth in a bulk 

form, while the IGC has grown following a main direction. In a further stage (EXCO_4, 288h) the 

pitting corrosion has probably led to some detachments of the Al matrix, while an interphase was 

completely formed parallel to the exposed surface. In a very advanced stage (EXCO_5, 800h), the 

interphase evolved from IGC is extending over a wider area, although the typical layered 

appearance of the EFC was not observed. This fact could be explained by three facts: i) the EXCO 

electrolyte is lixiviating the corrosion products inside the interphase, which were supposed to 

mechanically lift-up the surface layers, ii) the microstructure of the AA2024-T3 (see Fig. 1) lacks 

EFC-prone laminar grains, iii) the stiffness of the E-coat is limiting the lift-up of the surface grains. 
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(a) (b) 

  

 (c) 

 

(d) 

  

(e) 

 
 

Fig. 5: Micrographs of cross section from optical microscope after EXCO test: a) EXCO_1 

(15h), b) EXCO_2 (39h), c) EXCO_3 (120h), d) EXCO_4 (288h), e) EXCO_5 (800h). 

 

 

4. AE data 

 

The acoustic emission (AE) data was processed according to the acquisition setting. Consequently, 

AE signals and their corresponding parameters were obtained and analyzed aiming to extract 

reliable information able to determine the corrosion process. 

Firstly, the most relevant AE parameters were selected using the Principal Component Analysis 

(PCA). Then, some of those parameters were excluded from the analysis due to high correlations: 

Pit Pit IGC 

Pits 

Interphase initiation IGC 

Pit 

Interphase 

IGC 

Pit 
Interphase IGC 
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e.g., Signal Strength or Energy (correlation >0.9 with Absolute Energy). Therefore, the analysis 

focused on Amplitude, Rise Time, Absolute Energy and Frequency Centroid. 

Once defined the most significant AE parameters, the AE signals were examined through the 

original parameters as well as by dimensionality reduction techniques as PCA or t-distributed 

stochastic neighbor embedding (t-SNE). As result, the data structure was found to be a single 

compact group of signals as shown by t-SNE chart of Fig. 6a. By calculating the Silhouette 

coefficient, the optimum number of clusters was found to be two. However, it can be seen in the 

PCA chart (Fig. 6b), with the 3 principal projections, that the clustering doesn’t provide a real 

separation of the data. 

 

(a) (b) 

 

 

 
 

 

Fig. 6: Data structure of AE signals from the test EXCO_3: a) t-SNE chart with 

perplexity=5, and b) PCA chart with 3 principal projections. 

 

Alternatively, the AE analysis was performed by grouping signals in intervals of 30 min and data 

was processed according to the following process: 

1) The mean values of the AE parameters (Amplitude, Rise Time, Absolute Energy and 

Frequency Centroid) allowed to identify four classes (i-iv) of intervals. Then, ranges of 

values were defined tentatively for each AE parameter and class. 

2) All intervals above certain activity (>100 hits) were placed in one of the four classes 

according to the preliminary ranges of AE parameter’s values. 

3) Statistics as the mean ( ) and quartiles (Q1, Q2 and Q3) were extracted from all the 

intervals included in each class. This way, the range of values of AE parameters was 

statistically defined for each class, as listed in Table 3. 

 

Table 3: Range of values of AE parameters for each class. 

 

 Class i Class ii Class iii Class iv 

Amplitude (dBAE) 26-27 <28 26-30 >28 

Rise Time (µs) <35 >35 >35 >35 

Ab. Energy (aJ) 0-2.0 <2.5 2.5-10 >5.0 

Fr. Centroid (kHz) >255 >250 >230 <235 

 

The AE data recorded during the EXCO tests (1-5) was processed and up to 80-90% of all intervals 

fitted into the ranges that have been defined statistically for each class and AE parameter. This fact 

is of significant relevance and agrees with the post-mortem characterization (micrographs in Fig. 
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5): even though that the EXCO test are not completely replicable due to the stochastic process of 

localized corrosion, similar mechanisms and intervals were found in different tests. Table 4 

summarizes the mechanisms and the predominant classes for each test. 
 

Table 4: Corrosion mechanisms underwent during EXCO tests and predominant classes 

extracted from the AE data. 
 

 CORROSION MECHANISMS PREDOMINANT CLASSES 

EXCO_1 Pitting ii* (*very few signals) 

EXCO_2 Pitting + IGC ii 

EXCO_3 Pitting + IGC + Initial interphase i, ii, iii 

EXCO_4 Pitting + IGC + Interphase i, ii, iii, iv 

EXCO_5 Pitting + IGC + Interphase ii, iii, iv 

 

Clearly, the AE data is evolving from intervals of class i/ii toward class iii and lastly class iv. 

Similarly, the localized corrosion process, as widely reported in literature, progresses during 

EXCO tests from pitting toward IGC, and even undermining the boundary of grains in a main 

direction (interphase). The agreement between the evolution of the AE data and the progression of 

the localized corrosion is more than evident, although groups of singular AE signals cannot be 

distinguished in this experiment to identify each mechanism. However, taking into account the 

range of values of AE parameters (see Table 3) for each class, the following trend can be clearly 

observed: i) the Amplitude and the Absolute Energy increase gradually from 26 to more than 28 

dBAE with the progress of corrosion, and from 0 to more than 5.0 aJ, respectively, ii) the Frequency 

Centroid decreases from more than 255 kHz to less than 235 kHz. This finding suggests that the 

selected AE parameters are sensitive to the evolution of the localized corrosion, and therefore to 

the mechanism behind each stage. 
 

 

5. Conclusions 

 

The standardized EXCO test was applied to coated (anaphoretic e-coating) aluminum AA2024-

T3. The aim was to trigger localized corrosion in a well-controlled way through different 

mechanisms: from initiation by pitting to EFC. Two conclusions can be drawn from this 

experiment: 

 The AE technique was able to detect consistently the evolution in time of the localized 

corrosion through different mechanisms for all EXCO tests, overcoming limitations using 

conventional electrochemical measurements due to the aggressiveness of the electrolyte. 

Nevertheless, further investigations must be addressed in future to characterize the AE 

signatures of such mechanisms and enable the AE technique for localized corrosion 

monitoring. 

 The methodology consisting of applying EXCO solution to a defected e-coating, despite 

the stochastic nature of the corrosion process, was consistent for different tests given that 

similar sequence of mechanisms was observed. 
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ABSTRACT 

 

At KRONOS TITAN, double-walled pipelines are used in production of Titandioxid. An abrasive 

medium is transported in the inner pipe at high temperatures. In the outer pipe, cooling water 

ensures that the process is cooled down. During the process, it is important that no abrasion leads 

to complete wall erosion and thus to leakage between the inner and outer pipe. During a test 

campaign lasting several months, a section of such a pipe was instrumented with acoustic emission 

measurement system on the outer pipe and the abrasion process in the inner pipe was monitored 

with AE until the removal of the pipe section. Different AE-signal parameters (Events, Hits, Energy 

and Frequency) were investigated regarding their suitability and are discussed in this 

contribution. The results of the acoustic emission measurements with regard to the location and 

progress of damages were then compared and verified with classic NDT test results.  

 

Keywords: Acoustic emission, monitoring, corrosion, double-walled pipelines, corrosion rate. 

 

 

1. Introduction 

   

At KRONOS TITAN, double-walled piping is used in the production of Titandioxid. The pipe is 

part of a cooling system to cool down the product after combustion. The abrasive medium is 

transported inside the inner pipe, while the outer pipe is used to cool the inner medium. In the 

process, it is important and desirable to detect corrosion and abrasion of the inner pipeline. In this 

way, wall penetration and mixing of the two media can be avoided. Non-destructive testing of the 

wall thickness of the inner pipe is currently only possible to a limited extent in the dismantled state 

of the pipeline section. For this purpose, the pipeline section is removed at regular intervals and 

checked at the accessible points.   

During this feasibility study different acoustic methods were investigated for monitoring of wall 

abrasion. Both methods are based on evaluation of guided elastic waves with difference in 

excitation and evaluation of acoustic signal. The passive method (AE) uses acoustic signals 

generated by process and affected by ongoing abrasion and the active method (AU) excites guided 

waves and evaluates travel times of guides waves between adjacent sensors. Acoustic emission 

testing in particular has been used for many years in various industrial areas to monitor damage 
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processes at critical installations [1]-[5]. The implementation and evaluation of active method is 

not part of this proceeding and just mentioned for the sake of completeness. 

Challenge of this measurement is the indirect measurement of the AE induced by the abrasion 

effects. AE has to be transferred from the inner tube through the cooling water to the outer tube 

wall where the sensors are located. The following Fig. 1 gives an overview. 

 

 

2. Description of work 
 

2.1 Measurement setup 

The acoustic emission measurements were carried out on a 3 m long pipe section during operation 

over 3 measurement campaigns in the period from 09.09.2021 - 10.01.2022. The measurements 

were carried out with a multi-channel acoustic system (MAS21 [6]), preamplifiers of type PreAmp 

MCE 6.3 with 40 dB and the acoustic emission sensors of type KAR601S (IKTS): 

MAS2 Parameters: 

 Bulk Sampling Frequency 12.50E+06 Hz 

 Sampling rate/channel 0.32E-06 s 

 Pretrigger 1024 samples 

 Posttrigger 16260 samples 

 

KAR601S Parameter: 

 AE sensor bandwidth 10-500 kHz 

 AE sensor capacitance 150 pF 

 

A total of 7 sensor belts with 2 AE sensors each are used. The sensors are alternately rotated by 

90° to each other and fixed on the pipe segment. Four different localisation planes (P1-P4) are 

used for localization of AE-Events as shown in Fig. 1 (lowest figure): 

 

 

 

                                                 
1https://www.ikts.fraunhofer.de/en/industrial_solutions/condition_monitoring/technical_equipment.html 
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Fig. 1: Overview about sensor installation; schematic (top), instrumented pipe segment 

(middle) and localization planes (bottom) with indication of flow direction (FR). 

 

2.2 Evaluation 

The 2D location plot contains the 4 location planes (P1-P4) used for evaluation, whereby the 4 

planes for planar location result from the unwinding of the pipe surface.  

The data acquisition is performed by 14 AE sensors, which are applied in pairs via 7 sensor rings 

on the pipe. A sound event is assigned to the plane in which the triggering AE sensor is located as 

centrally as possible.  

In order to be able to locate as precisely as possible, the high-frequency symmetrical wave modes 

were suppressed by a dynamic bandpass filter and the low-frequency, but high amplitude 

asymmetrical wave mode A0 was used. As sound velocity c for the localization 3000 m/s were 

applied. The evaluation like localization and parameter calculation are based on the recorded time 

signals after the measurements. The following parameters were calculated and displayed in Fig. 2: 

 Hits and cumulative hit history 

 Events 

 Energy (related to the source location) 

 Cumulative energy of the sound emission events 

 

The measurement system is configured to allow the recording of operational and environmental 

parameters in time synchronization with the acoustic channels. During these accompanying 

measurements, the temperature was also recorded as an analog signal and included in the 

evaluation. Measurements were carried out from 09.09.2021 to 10.01.2022 in 3 measurement 

campaigns of 6 weeks duration each. 
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Fig. 2: Presentation of AE measurement results from measurement campaign 1-3 for the period 

09.09.2021 - 10.01.2022. 

 

Fig. 2 shows the temperature curve (blue curve) of the pipe section. The change between ambient 

temperature and process temperature (~150°C) indicates process interruptions and a ramp-up and 

ramp-down of the plant.  

The black curve represents the cumulative hit history, while the red curve shows the localized 

events. The magenta curve shows the cumulative progression of the energy of the events calculated 

back to the source location. The slope of this energy curve follows the course of the hit or event 

curve. The green bars are assigned to the individual energies of > 0.6 pJ of the events.   

It can be observed that high individual energies are mainly seen in the shutdown and start-up 

processes of the plant as well as at increased operating temperatures of the plant (T>165°C). This 

suggests that events with high energies indicate higher abrasion or wearing in the pipe.   

Subsequently, it was investigated to what extent the AE data can be used to localize the acoustic 

emission events (and thus the locations of potential wall abrasion) in the longitudinal and 

transverse directions of the pipe. For this purpose, all events in the circumferential direction were 

averaged and plotted in Fig. 3. 
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Fig. 3: Plot of averaged AE data over the period 09.09.2021-09.01.2022 in the parameter range, 

X-coordinate: station [mm] (pipe length), Y-coordinate: measurement time [s] since 09.09.2021 

00:00, color-coded: Number of located events. 

 

A particularly large number of events can be observed in the range X=2300 mm, which are already 

visible during the first weeks. In general, an increase in AE events can be observed after the first 

inspection after 6 weeks, which suggests changed operating parameters in the plant management. 

Fig. 4 presents the cumulative energies back calculated to the source location. Particularly obvious 

are the high energies at the inflow (0<X<500 mm), which already occur during the first days of 

the test and are prominent during the entire duration of the measurement campaign. Shortly before 

the first inspection at week 6, increasingly high energies are also visible up to X=1000 mm. As the 

duration of the test continues, these increase and also become noticeable at the end of the test in 

the rear area of the instrumented pipe section (up to X=2500 mm).   

In the following it was examined whether it is possible to localize at which point in circumferential 

direction of the pipe the events with the highest energies occur. For this purpose, the X-coordinate 

in Fig. 5 was averaged. The energy of the acoustic signals from sections of 500 mm length each 

were added up and plotted over their circumferential coordinate. The left plot in Fig. 5 shows the 

result for the subsection of the X coordinate 2000 mm to 2500 mm, while the right plot shows the 

subsection 2500 mm to 3000 mm respectively. It can be seen that each plot represents different 

locations in the pipeline as "acoustically active". The amount of actual wall erosion at these 

locations could not be investigated in the project, as these areas (in contrast to the inflow area) are 

not accessible for NDT measurements.    

ins

pec

tion 

inspection inspection 
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Fig. 4: Plot of averaged AE data over the period 09.09.2021-09.01.2022 in parameter range, X-

coordinate: station [mm] (pipe length), Y-coordinate: measurement time [s] since 09.09.2021 

00:00, Color-coded: sum of energy of burst signals related to source location [pJ]. 

 

 

 
 

 

Fig.5: Plot of averaged AE data over the period 09.09.2021-09.01.2022 in the parameter range, 

X-coordinate: circumference of pipe section [mm], Y-coordinate measurement: time [s] since 

09.09.2021 00:00, for station X0 [mm]: 2000 to 2500 mm (left plot) and station X0 [mm]: 

2500 to 3000 mm (right plot); color-coded: sum of energy of burst signals related to source 

location [pJ] (cell size x=4mm y=8h). 

 

 

inspection 
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3. Discussion 

 

The above given plots show an increase in event density over the measurement period. In the 

longitudinal direction, the X coordinate between 2200 mm < X < 2400 mm is particularly 

significant, showing strong AE indications over the entire duration of the measurement campaign. 

The energy of the burst signals is highest at the inlet of the tube. This can be explained by the 

inflowing medium and possibly also by a (design-related) offset of the pipe sections. In the 

progress of the measurement campaign, the energy of the burst signals increases from the inlet in 

the longitudinal direction up to approx. X= 1800 mm. The sum of the energies also increases in 

the longitudinal direction of the pipe in the course of the measurement campaign. 

In the evaluation in circumferential direction an increase in the energy of the burst signals or the 

summed energy between "12 o'clock" and "3 o'clock" can be seen in the circumferential direction. 

Especially after week 12 of the experiment this becomes obvious, indicating changes in the process 

or in the plant. 

It can be observed that high individual energies are mainly seen in the shutdown and start-up 

processes of the plant as well as at increased operating temperatures of the plant (T>165°C). This 

suggests that events with high energies indicate higher abrasion or wearing in the tube.  

 

Table 1: Results of thickness measurements at Row 1-8 for NDT inspections on 15.10.2021 and 

01.12.2021, respectively. 

 

 Wall thickness [mm]               

15.10.2021 

Wall thickness [mm]                       

01.12.2021 

 R1 R2 R3 R4 R5 R6 R7 R8 R1 R2 R3 R4 R5 R6 R7 R8 

P1 5,2 5,9 6,0 5,9 5,9 5,8 5,8 5,8 3,9 5,3 5,8 5,7 5,7 5,6 5,5 5,4 

P2 5,6 5,9 5,9 5,8 5,8 5,7 5,7 5,7 5,1 5,6 5,6 5,4 5,3 5,3 5,2 5,2 

P3 4,7 5,1 5,7 5,7 5,7 5,7 5,7 5,6 4,3 4,7 5,4 5,4 5,3 5,3 5,3 5,3 

P4 4,7 4,9 5,9 5,9 5,9 5,9 5,9 5,9 3,9 4,1 5,1 5,8 5,8 5,8 5,8 5,8 

P5   4,5   5,7 5,8          

P6   4,1   5,6 5,9          

Ø in mm 5,05 5,45 5,35 5,825 5,825 5,73 5,8 5,75 4,3 4,925 5,475 5,575 5,525 5,5 5,45 5,425 

 

The wall thickness of the pipeline was 6 mm at all points at the beginning of the test. After 6, 12 

and 18 weeks, ultrasonic thickness measurements were carried out on the accessible area of the 

inflow as part of the routine inspection during turnaround. In the process, the wall thickness was 

repeatedly measured at different positions P1-P6 on different rows R1-R6. Table 1 and Table 2 

summarizes the measured values on 15.10.2021, 01.12.2021 as well as on 09.01.2022. The 

distance between adjacent rings R was 30 mm starting 30 mm away from the edge of the pipe 

section (see Fig. 6). In relation to the inflow side in the direction of flow as seen in Fig. 6, position 

P1 was at 9 o'clock, P2 at 6 o'clock, P3 at 3 o'clock and P4 at 12 o'clock, respectively. Positions 

P5 and P6 were only measured on 15.10.2021 and were located between P3 and P4, i.e. at approx. 

1 o'clock and 2 o'clock. 
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 Wall thickness [mm] 

09.01.2022 

 R1 R2 R3 R4 R5 R6 R7 R8 

P1 2,9 4,7 5,6 5,5 5,5 5,4 5,2 5,2 

P2 4,5 5,3 5,3 5,0 4,8 4,9 4,8 4,7 

P3 3,7 4,3 5,1 5,1 5,0 4,9 5,0 5,0 

P4 3,2 3,4 4,3 5,6 5,7 5,6 5,7 5,7 

Ø in mm 3,575 4,425 5,075 5,3 5,25 5,2 5,175 5,15 
  

Table 2: Results of thickness measurements at 

Row 1-8 for NDT inspections on 09.01.2022. 

Fig. 6: Location of positions of 

ultrasonic thickness measurements 

R1-R8. 

 

Already after 6 weeks, average wall reduction at Ring R1 to 5,05 mm was measured. At the second 

turnaround after 12 weeks, this was already 4.3 mm at R1. After 18 weeks, the average wall 

thickness at R1 was 3,575 mm and the minimum wall thickness at single point fell below the 

critical dimension with 2,9 mm at R1-P1 and the pipeline was replaced.  

 

 
 

Fig. 7: Correlation of average wall thickness at position R1 in mm and sum of cumulative energy 

of all acoustical events located so far for different energy thresholds of 0 pJ (blue), 0.6 pJ 

(orange) and 1 pJ (grey). 

 

It can be observed that, as expected, the greatest wall erosion occurs directly at the beginning of 

the pipe at the inflow and decreases with increasing X-coordinate. Fig. 7 compares the averaged 

residual wall thickness at ring R1 with the acoustic summed energies. AE signals of different 

energy levels were included in the calculation of the acoustic energies. The blue measurement 

points show all summed up individual energies, for the orange and gray ones only individual 

energies above 0.6 pJ and 1 pJ were allowed. All curves show an exponential trend, even if just 

high energy values above 1pJ are considered.  
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An evaluation of the increase of the 1 pJ curve results in an energy increase of 80.000 pJ to 

90.000pJ per mm wall ablation. At this point it should be mentioned that this value depends on the 

used measuring system (especially the capacity of the transducer) and the specific measuring and 

data evaluation settings and cannot be easily transferred to other acoustic emission measuring 

systems. 

 

 

4. Conclusions 

 

In this feasibility study, a double-walled pipe section was instrumented with acoustic emission 

measurement technology and the wall thickness removal was monitored with acoustic emission. 

In parallel, the actual wall thickness removal was determined by ultrasound at certain points in 

time during rotational inspections. Despite the indirect measurement of the sound on the upper 

side of the outer pipe, the application of the AE technique is possible and reasonable. A large 

number of AE events were recorded during the measurement period. Increasing AE indications 

and energies throughout the pipe indicate wall thickness degradation, which could be confirmed 

via conventional wall thickness measurements. Likewise, direct changes in the operation of the 

plant or process can be read indirectly from the AE data.  

Increasing wall erosion could be determined by evaluating the energy levels of the acoustic 

emission signals. In the present case, the cumulative acoustic emission energy increased by 80.000 

pJ – 90.000 pJ per millimeter of wall erosion. Further work should investigate the transfer to other 

pipeline sections or pipelines, data reduction as well as include correlation of acoustic emission 

parameters with plant process data. 
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ABSTRACT 

 

The main assumptions made for traditional Time of Arrival (TOA) source location techniques are 

constant wave speed and straight wave path between the acoustic emission (AE) source and the 

sensors. However, because of material inhomogeneity and structural complexity, wave velocities 

may vary in different directions and a direct wave path may be very difficult to be achieved. 

Therefore, to solve these problems, researchers developed delta-T mapping source location 

technique, which has been shown to have good accuracy for source location in aerospace structure 

because complex geometric features are considered when training the mapping data and accurate 

wave speed data are not required. However, this technique relies on identifying the arrival time 

of S0 (extensional) Lamb mode, which may not be distinguished from background noise due to low-

amplitude AE sources such as corrosion or large source-to-sensor distance. As shown in Figure 

1, source location accuracy in a corrosion test on a simple plate was greatly improved after the 

velocity of A0 (flexural) Lamb mode was used in the source location algorithm. Therefore, 

identifying the arrival time of A0 modes and hence building delta-T maps are more feasible to solve 

the problem. Experiments have been carried out with an artificial AE source on a thin complex 

steel plate. A threshold crossing method based on wavelet coefficient was used to estimate the 

arrival time of A0 modes. The average error (3.9 mm) of the source locations predicted by delta-T 

mapping based on A0 arrival was larger than that (1.8 mm) of S0 arrival, which can be explained 

by the difficulties in accurately identifying the arrival of A0 modes. 

 

Keywords: Acoustic emission, delta-T mapping, flexural Lamb mode, complex plate, source 

location. 

 

 

1. Introduction 

   

Corrosion damage is one of the most important and costly problems worldwide. According to a 

recent study conducted by Koch et al. [1], the estimated global cost of corrosion is 2.5 trillion 

dollars, or 3.4% of the global GDP in 2013. In addition to the huge economic loss, structural 

failures caused by corrosion damages can lead to serious individual safety and environmental 

consequences. For example, in April 1992, 215 people were killed and another 1500 people were 

injured due to the sewer explosion in Guadalajara, Mexico. The huge economic loss was estimated 
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at 75 million dollars. The accident was due to the leakage of corroded gasoline into a nearby 

sewage main [2]. The sinking of the Erika (a tanker) on 12th of December, 1999 was another 

accident caused by corrosion. Some spilled 19,000 tons of heavy oil resulted in devastating 

pollution to the maritime environment. In this disaster, big loss in revenue from tourism and fishing 

industries had been felt by the local people [2].  

In order to prevent detrimental events resulting from corrosion, it is of great importance to monitor 

corrosion in suite and identify the onset of corrosion before structural integrity is compromised. 

Structural Health Monitoring (SHM), which is defined as the process of continually monitoring 

engineering structures for the identification of damage, is gaining widespread interest for increased 

industrial applications. To infuse continued confidence in the structural integrity, NDE inspections 

are performed periodically, which forms the basis of SHM system. NDE techniques such as 

ultrasonic and X-ray methods have been proven to be very effective for detecting a considerable 

number of defects in materials and have been widely in industries [3]. Despite its merits, there 

appear to be some possible negative consequences of periodic NDE-based inspections. In order to 

perform NDE, many components need to be removed from testing equipment and refitted 

thereafter, thus requiring a long period of time. Moreover, areas of difficult access and complex 

geometry is particularly difficult to examine by the NDE techniques. Thus a revision of the 

traditional SHM system is desirable, with a transition from lengthy periodic NDE inspection to an 

autonomous SHM system in which the structural integrity of the target equipment is continuously, 

autonomously in-service monitored. The phenomenon of acoustic emission (AE), which is one 

type of NDE methods, lends itself well to such a system. AE is defined as the transient elastic 

energy released by a material when it experiences a change of deformation in its structure [4]. 
Unlike other conventional NDT techniques, AE stands out as an integral and passive NDT method 

since it detects transit elastic waves radiated by deformation of a structure. AE offers a number of 

advantages for the development an autonomous SHM system; it is a desirable technique which has 

the capability to globally monitor large scale structures using a suitable array of sensors. Damages 

in areas inaccessible for physical inspection with current NDE methods can be detected. Moreover, 

it provides the ability of continuously testing and in situ monitoring structures without requiring a 

total stoppage or shutdown of structures. Furthermore, the locations of AE sources can be 

determined with an appropriate sensor array. 

In the calculation of AE source location, difficulties in applying traditional source location method, 

Time of Arrival (TOA) technique, in complex structures was reported by Baxter et al. [5]. To 

overcome these difficulties, Delta-T mapping technique was developed by Baxter et al. [5] and an 

improvement in AE source location accuracy in complex structures has been shown. Hence, Delta-

T mapping is regarded to be a suitable method for AE source location of corrosion damages in 

complicated geometric structures. The current Delta-T mapping technique relies on identifying the 

arrival time of S0 Lamb mode. However, according to the corrosion test results on simple plate, it 

was very likely that the first arrival of signals recorded by AE sensors was A0 mode. Therefore, a 

method for determining the arrival of A0 mode is proposed in this study. Using this method, Delta-

T mapping technique based on the arrival of A0 mode is developed and tested using artificial AE 

sources.  

 

 

2. Corrosion test on simple plate 
  

A commercial sheet of grade S275 mild steel (Lakeland Steel Ltd., Cumbria, UK) was used for 

the investigation. The specimen (500 mm × 300 mm × 3 mm) was washed in de-ionised water and 

then rinsed with acetone solution. After rinsing, the specimen was dried under a stream of cold air. 

The investigations were carried out in 3.5 % sodium chloride solution (pH= 5.7). The solution was 

placed in a cylindrical thin-walled plastic vessel (Outer Diameter= 80 mm, height= 80 mm and 

thickness= 2 mm). There is a small hole (diameter =8 mm) on the bottom to allow for the specimen 

to be in contact with the solution, that is, providing an exposed surface area of 16 π mm2. A 
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waterproof silicone sealant (Everbuild Building Products Ltd., Leeds, UK) was applied around the 

hole to attach the cylindrical vessel to the specimen and prevent the leaking of the test solution.   

The uniform corrosion process was controlled in typical three-electrode electrochemical cell at 

room temperature. The specimen was served as the working electrode and a coiled platinum wire 

was used as a counter electrode. The measurement of the potential was made against a reference 

saturated Ag/AgCl/NaCl electrode. The electrochemical corrosion process at the static corrosive 

potential was controlled using a potentiostat/galvanostat system Gill AC (ACM Instruments, 

Cumbria, UK).  

In addition to the potentiostatic measurements carried out by application of electrochemical, digital 

measurement system, measurements of uniform corrosion by AE method were carried out 

simultaneously. As shown in Fig. 1, three Nano 30 sensors (Mistras Group Inc.,New Jersey, United 

States) were mounted on the surface of the specimen. The centre of the circular surface area 

exposed to sodium chloride solution coincided with the centre point of the top surface of the 

specimen.  

The Nano-30 sensor were coupled with the specimen by way of Loctite 595 Transparent Sealant 

(Henkel Loctite Corporation, Helsinki, Finland) and amplified with AEP4H (Vallen Systeme 

GmbH, Germany) at 34 dB gain. Outputs of all the sensors were linked to a Vallen 16-channel 

AMSY-6 AE System (Vallen Systeme GmbH, Germany).  

  

       
 

Fig. 1: Source location results in a corrosion test; a) velocity of S0 modes was used. b) velocity 

of A0 modes was used. 

 

As seen in Fig. 1, compared to the source location results using the velocity of S0 mode, source 

location accuracy was greatly improved after the velocity of A0 mode was used in the source 

location algorithm. Hence, it was very likely that the first arrival of signals recorded by AE sensors 

was A0 mode. 
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3. Delta-T source location technique based on A0 arrival 

 

A method for determining the arrival of A0 mode is proposed in this section. Using this method, 

Delta-T mapping technique based on the arrival of A0 mode is developed and tested using 

artificial AE sources. 

 

3.1 Method for determination of A0 modes 

An automatic arrival time determination technique, two-step AIC picker, was proposed by Sedlak 

et al. [6] to determine the arrival time of S0 mode. In this technique, AIC picker, which is regarded 

as a reliable tool for automatic onset detection, is applied twice on the transient signals to eliminate 

the influence of ambient noise.  

The frequency contents and dispersion characteristics of S0 modes are significantly different from 

those of A0 modes, thus resulting in the difference between the entropy of S0 modes and that of A0 

modes. Since the AIC function is based on the measurement of similarity in entropies, it might 

provide reliable outcomes when identify the arrival of A0 modes and present two clearly distinct 

regions, e.g., an entropy portion where S0 modes dominates, and an entropy segment where A0 

modes dominates. Therefore the two-step AIC picker was modified to identify the arrival time of 

A0 mode. The visual description of each step of modified two-step AIC picker algorithm is 

presented in Fig. 2.  

 

 
Fig. 2: Visual description of each stage of modified two-step AIC picker algorithm.  
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The 4 steps associated with modified two-step AIC picker are detailed below. 

a) The first step of this technique is the determination of the time of the first threshold 

crossing. The threshold is determined to be 15 mV in the study by trial and error. If the 

time of the first threshold crossing 𝑡𝑡 exceeds 6 µs, then the computation will continue and 

the following steps will be performed. Otherwise, the computation will terminate and 𝑡𝑡 is 

considered to be the arrival time of A0 modes. 

b) A characteristic function 𝐶𝐹(𝑖) as shown in Equation 1 of the signal  𝑥(𝑖), which was 

proposed by Sedlak et al. [6], was calculated. 𝑅  is a constant and determined to be 4 

according to ... The time window is set to start in the beginning of original signal and 

ending on time 𝑡𝑐 + 𝑡𝑎𝑐, where 𝑡𝑐 is the time when the characteristic function reaches its 

global maximum value and 𝑡𝑎𝑐  is a time delay specified through trial and error. 𝑡𝑎𝑐  is 

determined to be 30 µs in this study.  

                                      𝐶𝐹(𝑖) = |𝑥(𝑖)| + 𝑅|𝑥(𝑖) − 𝑥(𝑖 − 1)|                       (1) 

c) AIC function is applied on the shortened time window in step b). Time 𝑡𝑎 which attains 

the minima of the AIC value indicates the estimated point of signal onset. The time window 

is updated and starts at time 𝑡𝑎 and ends on 𝑡𝑎 + 𝑡𝑎𝑎, where 𝑡𝑎𝑎 is a time delay specified 

through trial and error and equals to 100 µs.  

d) The AIC function is recalculated and applied on an updated time interval at Step c). The 

arrival of A0 modes is now represented by the global minimum the recalculated AIC 

function.  

 

3.2 Experimental Delta-T Mapping Training on a Complex Plate 

To collect the data for delta-T mapping technique, artificial AE events were generated on complex 

geometry mild steel plate with four holes based on standards of Hsu-Neilsen source (H-N) sources. 

The locations of the AE sensors and holes relative to the origin placed on the bottom left corner of 

the plate were given in Fig. 3. The method in Section 3.1 was used to identify the arrival of A0 

modes and delta-T maps were constructed according to the steps detailed in Baxter et al. [5]. In 

order to test the performance of delta-T maps, six extra H-N sources were generated at six off-grid 

locations in the experiment.  

 

 
 

Fig. 3: Schematic layout of the sensors on a complex geometry plate (unit: mm). 

 

The source location results and the associated Euclidian distance errors are documented in Table 

1. As seen, compared with that of the TOA, the accuracy is significantly improved after the delta-

T mapping technique was applied. The average errors of H-N source locations calculated by delta-

T based on S0 arrival and A0 arrival are 1.8 mm and 3.9 mm respectively. Other than H-N source 

2, delta-T based on S0 arrival shows a higher degree of accuracy over delta-T based on A0 arrival, 

which can be explained by the difficulties in accurately identifying the arrival of A0 modes. 
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Table 1: Actual locations of H-N sources and results calculated by TOA, delta-T (S0) and delta-T 

(A0) (units: mm).  

 

 H-N source 1 H-N source 2 H-N source 3 H-N source 4 

 X Y Error X Y Error X Y Error X Y Error 

Actual 70 210 - 130 210 - 170 390 - 230 230 - 

TOA 83.0 207.2 13.3 134.5 79.4 11.5 169.0 197.5 7.6 213.6 223.9 17.5 

Delta-T 

(S0)
67.4 210.1 2.6 132.9 90.0 2.9 169.9 390.3 0.4 231.1 230.5 1.2 

Delta-T 

(A0)
73.1 213.1 4.3 129.6 89.8 0.5 172.7 391.0 2.8 222.2 228.8 7.9 

 

 

4.    Conclusions 

 

In this study, the corrosion test on simple plate was performed and results indicated that it was 

very likely that the first arrival of signals recorded by AE sensors was A0 mode. Therefore, Delta-

T mapping technique based on the arrival of A0 mode was proposed to locate corrosion damage 

on a complex plate.  Delta-T mapping technique based on the A0 arrival was tested using artificial 

AE sources. The average errors of H-N source locations calculated by delta-T based on S0 arrival 

and A0 arrival are 1.8 mm and 3.9 mm respectively. Though delta-T based on A0 arrival shows a 

lower degree of accuracy over delta-T based on S0 arrival, it should be noted that delta-T based on 

A0 arrival is very promising on monitoring some low amplitude AE sources such as corrosion. In 

the future, corrosion tests will be performed on a complex plate. Delta-T mapping technique based 

on the A0 arrival will be used to locate corrosion damages on complex plate. 
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ABSTRACT 

 

This paper describes the performance of a laboratory burst test on a test object with a severe 

real-world crack, the interpretation and evaluation of the acoustic emission (AE) data in general 

and in particular the results of further AE data trend analysis utilising the failure forecast method 

at different sections in testing time. The objective of this exercise is to gain experience in 

application of this method and to check whether or not it could be employed for testing and/or 

monitoring purposes. The burst pressure prediction as well as the ratio between the actual test 

pressure and the burst pressure prediction, the failure convergence, are consistent with the usual 

AE data evaluation throughout the test. Test sequences with a strong progressive increase of 

activity trend in AE data are highlighted by a gradually increasing failure convergence. This 

method has the potential to complement state-of-the-art evaluation techniques for testing 

applications, in particular with activity trend analysis. Due to the good results obtained already 

with a rather simple approach, remaining useful life prediction for on-line monitoring applications 

seems to be within reach. 

 

Keywords: Structural integrity, predictive maintenance, metallic pressure equipment, failure 

prediction, remaining useful life. 

 

 

1. Introduction 

 

The failure forecast method, originally developed to predict volcanic eruptions, has been presented 

at several occasions in recent years to be well suited for remaining useful life predictions in 

structural health monitoring. The general principle of this method is to exploit near-continuous 

measuring data taken from a self-accelerating degradation process like crack growth under fatigue 

load [1]. Modern acoustic emission (AE) instruments have the ability to handle several thousands 

of AE data sets with all relevant AE signal parameters per second. This allows to track the ongoing 

crack growth process with sufficient temporal resolution. 

Acoustic emission testing (AT) on metallic pressure equipment for assessing the structural 

integrity requires to evaluate the severity of the found indications for a certain degradation process, 

e.g. crack growth. This is generally done by a combination of selected AE intensity parameters 

and the AE activity. The total activity can be presented in a graph showing the cumulative sum of 

detected hits or events associated to crack growth with time, so that the derivate represents the 

(incremental) activity as hits or events per unit time. In case of a critically severe indication, the 
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shape of the total activity graph is often referred to as progressive increase of activity. 

Encountering this activity behaviour in the course of a pressure test shall trigger a decision to 

decrease the rate of pressurisation or to hold the pressure constant or even to depressurise 

immediately the equipment in order to prevent failure [2]. If a pressure hold phase is initiated and 

continued activity is experienced, an immediate depressurisation shall be done. Since progressive 

increase can be interpreted as another expression for self-accelerating, the failure forecast method 

seems to be applicable to estimate the burst pressure when applied on data representing the ongoing 

degradation of a pressure equipment under time dependent load during a pressure test. This would 

complement the severity assessment with results from AE data trend analysis. Finally, the results 

of the severity assessment of the detected indications determine qualitatively the actual condition 

of the test object. Typically this involves a grading system composed of different severity classes 

together with recommendations for further maintenance actions assigned to each class. 

Interpretation and evaluation of AE data from on-line monitoring applications are based on the 

same principles compared to testing, which allows then to extend the established methods and 

techniques towards monitoring applications. There even might be an advantage for the latter. For 

testing applications it has to be taken into account that the operational conditions causing 

potentially degradation are preplaced by a test set-up for a controlled stimulation of service related 

degradation effects. In contrast, on-line monitoring applications do not have such limitations, they 

even require that the component is under the operational conditions which may cause the 

degradation process(es) under consideration. Extending the monitoring report with a prediction 

for the remaining useful life as an illustrative indicator for the expected rate of further degradation 

will increase greatly the benefit for the owner/operator of the component. 

 

 

2. Failure forecast method and time of failure estimation 
 

As stated in [1], Voight, when following the work of Fukuzono on landslides to investigate the 

process of slope failure, found a rather general behaviour of rate-based failure mechanisms to 

predict volcanic eruptions and proposed an empirical formula 

 

 d2𝛺

d𝑡2
= 𝐴 (

𝑑𝛺

𝑑𝑡
)

𝛼

 
(1) 

 

where  is a quantity describing the degradation in time t and A as well as  are constants 

depending on the particular degradation process. The degradation rate is then represented by the 

derivate of . Integration of Equation (1) with  > 1 and the bounds t as well as tf , the time of 

failure, leads approximately to 

 

 
( 1  

d𝛺

d𝑡
⁄ )

𝛼−1

≈ (𝛼 − 1) 𝐴 (𝑡𝑓 − 𝑡) 
(2) 

 

were the reciprocal of the degradation rate at tf is assumed to be next to zero. Additionally, taking 

advantage of the frequent finding that  is about 2, Equation (2) can be further developed to 

 

 1 �̇�⁄ ≈ 𝐴 (𝑡𝑓 − 𝑡) (3) 

 

which allows finally the estimation of tf by linear regression analysis with sufficient pairs of 

variates consisting of the reciprocal of the degradation rate �̇� and the time t of observation as 

indicated in Fig. 1. Near-continuous data are required to allow good approximations for the 

degradation rates, which are calculated as the quotient of the measured increase of degradation and 

the time period between two consecutive, discrete measurements. With reference to Equation (3), 

the line of best fit is given by 
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 1 �̇�⁄ = 𝑘 𝑡 + 𝑑 (4) 

 

where the slope k is the negative value of A and the intercept d is the product of A and tf. The 

calculations for k and d are implemented in almost every spreadsheet software and are easily 

applicable once the measurement data for the pairs of variates are available. 

 

 

 

 

Slope: 

𝑘 = −𝐴 
 

 

Intercept: 

𝑑 = 𝐴 𝑡𝑓 

 

 

Time of failure: 

𝑡𝑓  = − 𝑑 𝑘⁄  

 

Fig. 1: Estimation of the time of failure tf with linear regression analysis on pairs of variates 

consisting of the reciprocal of the degradation rate �̇� and the time t of observation for the 

frequent case where  is about 2, A and  are process dependent constants, tf is calculated 

using the slope k and the intercept d from the obtained line of best fit. 

 

 

3. Identification of potential defects with acoustic emission testing 
 

Usually the added value of combining a pressure test (hydraulic or pneumatic or combined) with 

acoustic emission testing (AT) is twofold: On the one hand, when on-line and in real-time, AT 

allows to pressurise the equipment till to the maximum test pressure in a safe way and on the other 

hand, due to its off-line capabilities, the found indications may be correlated with areas of the test 

object’s load-bearing shell to obtain the positions of potential defects. While pressurising the 

equipment, the main focus lies in evaluating the data against the real-time criteria for safe 

pressurisation, whereas after completion of the test, preferably when the equipment has been 

depressurised already, the emphasis is on narrowing down suspicious areas in order to perform 

follow-up at reasonable efforts. 

Knowledge as well as experience are necessary to assess in real-time with certainty the severity of 

the current situation. Critical sources meeting the fail criteria of the test have to be identified in 

time and in any case. One major qualitative criterion to assess the source severity is the occurrence 

of a certain trend in AE data, the so-called progressive increase of activity and/or intensity. 

Intensity related burst signal parameters are the maximum amplitude, the energy and to some 

extent also the ring down counts [3]. In this regard, a descriptive example for the progressive 

increase of the cumulative sum of ring down counts versus load for a cracked pressure vessel steel 

sample is taken from [4] and shown in Fig. 2, left. For comparison with the case at hand, the same 

way of data presentation for a heat-resistant steel with a real-world crack is shown in Fig. 2, right. 

According to [2], the test operator shall analyse in real-time if such a trend is given or not on any 

channel. Although the quantities of the AE parameters are measured with high accuracy, the 

required real-time trend analysis can be performed just roughly in a rather vague manner. The 
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exemplary solution in [2] focuses on the signal energy as an intensity parameter. A threshold value 

is set and in case it has been reached or exceeded the test operator needs to check, if in two 

consecutive load intervals of 5 % of the maximum test pressure the energy has doubled on any 

channel. Other criterions for real-time analysis using the results of event location calculation are 

defined and require for their correct application a high level of training and practical experience. 

Nevertheless, no definition for a criterion to identify the progressive increase in activity is defined 

in [2]. 

 

  

 

Fig. 2: Cumulative sum of ring down counts vs. load; pressure vessel steel in the presence of a 

crack (left), symbols represent experimental data, solid line represents results obtained with a 

theoretical model, published in [4] as Fig. 21 on page 65; heat-resistant steel for thermal power 

plant applications with a real-world crack (right) due to hydrogen induced stress corrosion 

cracking as described in chapter 4. 

 

In order to support test operators in performing their job safely, an effective tool has been 

developed to aid source severity assessment on-line and in real-time [5]. The cluster evaluation 

factor (CEF) developed by TÜV AUSTRIA allows to quantify the severity of each and every 

located event within any location cluster by using the characteristics of degradation indicating 

burst signals as protypes for the assessment. However, the CEF technique tends to focus on the 

intensity parameters whereas in comparison the activity parameters are somewhat underre-

presented. The trend analysis within CEF is possible to a limited extent for both, AE intensity and 

AE activity. 

 

 

4. Burst test on a test object with a severe crack 
 

4.1 Background 

A coal-fired power plant was built around 2010 where a new material was used for the membrane 

walls of the boiler to raise the temperature to 600 °C and the pressure to 280 bar at the entrance of 

the steam turbine. The proof test was passed but during the test operation of the boiler hundreds 

of leaks were found at certain areas of the membrane walls. The damage analysis revealed that 

hydrogen induced stress corrosion cracking at welds including their heat affected zones was the 

root cause of the problem. In order to go ahead, all of the leaking areas of the membrane walls had 

to be cut out and replaced by repair parts. Furthermore, extensive non-destructive testing (NDT), 
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mainly radiographic testing, was performed and hundreds of further cracks were found and had to 

be repaired as well. 

One question among many others was, if undetected cracks could be identified when using AT 

simultaneously to the hydraulic proof test after completion of the repair and/or using AE on-line 

monitoring during the test operation as well as during the normal service of the boiler. To answer 

this question, a burst test on a quite specific test object inside a work shop was conducted. The 

following subchapter gives more details to the test object, the test performance and the data 

evaluation. However, the main findings of the burst test were such that the idea of using AE was 

scrapped. Not because the results were poor, but because it was demonstrated very clear that under 

the proof test conditions with water at ambient temperature (cold water) the crack growth will be 

stimulated only when loaded far beyond the admissible maximum test pressure of the boiler 

system. This is a consequence of the temperature dependence of the material’s yield strength, 

which may decrease nearly by half from ambient temperature (cold water) to operational 

temperature (600 °C). And the monitoring approach was not realised because the problem with the 

leaking boiler could not be solved by replacing defective areas. The membrane walls were leaking 

again during the test operation subsequent to the first repair. Finally, the owner decided to replace 

the complete boiler by a new one made from a well proven material that has stood the test of time 

already and in this way the power-plant could be taken into operation with a few years of delay. 

 

4.2 Performance and data evaluation 

The test object shown in Fig. 3, right was pressurised with water at ambient temperature inside a 

work shop till to failure. Several defective parts taken from different areas of the membrane walls 

were cut out and joined by welding to obtain a pipe-like test object, which was put then under a 

hydraulic burst test accompanied by AT. 

 

 
 

Fig. 3: A section of the boiler (top left) with welded repair parts in replacement for cut-outs in 

the membrane walls; the test object (right) on the floor of the work shop consisting of several 

cracked parts joined by welding and equipped with four sensors VS150-RIC labelled as XD1, 

XD3, XD5 and XD7; close-up of test object (bottom left) after failure at 788 bar in 

leak-before-break mode around 169 cm away from the origin of the x-axis (near to XD1). 
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Four VS150-RIC sensors from Vallen Systeme, Germany were mounted with magnetic holders to 

allow linear location calculation. Exemplary, a certain section of the boiler is depicted in Fig. 3, 

top left to give an impression of the situation during the repair activities at the membrane walls. 

The photo in Fig. 3, bottom left has been taken right after the test object became leaky at 788 bar 

by leak-before-break fracture at around 169 cm away from the x-axis origin (near to sensor XD1). 

The image of the X-ray tomography from the crack as it was found before the pressurisation is 

inserted in that picture. The leak is indicated by spray mist exiting from the orifice. 

The pressurisation was performed using a hand pump. The objective was to demonstrate that 

severe cracks can be found with AE in the course of the proof test and/or later on while the boiler 

is in operation. The pressurisation profile was adjusted to the actual AE response of the material 

to the applied load so that at least a few load-unload sequences could be realised till to failure. 

Those sequences are usually part of a proof test and were intended to aid the assessment of the 

applicability of this NDT method for this particular purpose. Fig. 4, top holds a graph with the 

cumulative sum of located events and the pressurisation profile, both versus time of testing. As the 

test object approaches failure, the progressive increase of AE activity trend becomes more and 

more evident. Fig. 4, bottom shows the corresponding linear location plot with an accumulation of 

located events near to 170 cm and detected maximum amplitudes of up to more than 80 dBAE 

without distance correction. The test object failed finally at 788 bar at this position.  

 

 

 
 

Fig. 4: Visualisation of AE data taken from a burst test on a test object consisting of several 

cut-out parts from affected areas of the membrane walls; cumulated sum of located events and 

corresponding pressure versus time (top); location plot (bottom) with positions of sensors 

XD1, XD3, XD5 as well as XD7 and accumulated located events near to 170 cm correlating 

with the position of the final failure of the most severe crack in leak-before-break fracture. 

 

There were also other positions with X-ray indications for cracks like near to 140 cm or close to 

225 cm. At the latter position a repair weld along the axis and across the original horizontal weld 

of the membrane wall panel was apparent. This suggested that the test object had been burst tested 

already. But no definite statement to clarify the situation could be given by the owner/operator. 
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Evaluating the data with TÜV AUSTRIA’s CEF technique shows very well, that in case of a 

regular test the fracture of the test object could have been prevented. This can be taken from Fig. 5 

where the value of CEF is given in testing time (top) as well as along the x-axis (bottom) and from 

the usual CEF boundaries for structural integrity assessment: 

 class A (structural integrity sufficient) when 0  CEF  2,4; 

 class B (structural integrity questionable) when 2,4  CEF  2,8; and  

 class C (structural integrity insufficient) when 2,8  CEF. 

 

If it had not been a test till to failure on purpose, the pressure had to be held constant at about 

5200 s (640 bar) for to decide either to continue or to abort the test (CEF = 2,73, class B). One 

very strong argument for aborting the test at that point in time would have been, that AE was 

detected even below the previous maximum load. However, the final decision to abort the testing 

activity and to depressurise the equipment had to be done at about 6300 s (758 bar) at the latest 

(CEF = 3,24, class C), still with some safety margin against fracture. Failure was forced then to 

happen on purpose at 788 bar. 

 

 

 
 

Fig. 5: Cluster evaluation factor (CEF) in time (top) and along the x-axis (bottom) for the test 

object with a crack at about 170 cm, which evolved in the course of a burst test inside the 

work shop till to failure in leak-before-break mode on purpose. 

 

 

4.3 Failure forecast method and burst pressure prediction 

 

The application of the failure forecast method on the estimation of the burst pressure is rather 

complementary to the proposals listed in [1] like crack growth under fatigue load or creep crack 

growth. However, the attempt seemed to be well justified due to similarity of the degradation 

behaviour in time. The expectation was that this new technique proves to have the potential for 

becoming a valuable tool for AE data interpretation and evaluation, in particular for enhanced 
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trend analysis of AE data. The comparability with the proven technique based on CEF is possible 

and allows to verify if the results gained with this new technique are consistent with the results 

obtained by the proven technique when applied on the same AE data. 

One of the basic requirements to employ the failure forecast method is to make sure that the 

considered degradation process is self-accelerating. It other words, the observed process needs to 

be a positive feedback process where the rate of degradation does increase with the ongoing 

degradation [1]. Applied to AE activity it follows that if the hit rate is rather constant or even 

decreasing then a self-accelerating process must not be assumed and thus, the failure forecast 

method is inapplicable. Another limitation of the described application is that the constant  

introduced in chapter 2 is not known but assumed to be around a value of 2. Altogether results in 

a rather moderate accuracy for the obtained values of the burst pressure. Nevertheless, in the world 

of AE there is sufficient room for qualitative considerations and the personal learning curve covers 

the experience that at times exceptions proof the rule. It might well be that the major benefits of 

the failure forecast method in AE will be a better valuation of the severity of the observed 

degradation process and its further evolution in time. As there is no criterion to characterise the 

trend of progressive increase in AE activity - except for the usual qualitative description - at the 

time being, the failure forecast method has the potential to complete in one way or another the set 

of AE data evaluation tools already available [5], [6]. 

Thus, to provide AE activity trend analysis, the cumulated sum of AE hits Nhit had been selected 

as the quantity to represent the degradation of the test object. Consequently, the reciprocal hit rate 

1 �̇�ℎ𝑖𝑡⁄  together with the corresponding time t of acquisition were used to compile the pairs of 

variates. The reference point in time for the linear regression analysis was the same as for the AT 

performance and evaluation - the start time of the test at 150 bar. The AE data acquired on 

channel 3 with XD3 according to Fig. 3, bottom was used as input since the leak appeared nearest 

to XD3 compared to the position of the other sensors. A number of 20 consecutive pairs of variates 

were employed to calculate the slope, the intercept as well as the time of failure. This procedure 

was applied to all AE data sets beginning from next to the start of the test at 150 bar (20 hits off-

set) till to fracture at 788 bar. The linear regression results as well as the results of subsequent, 

correlated calculations were assigned then always to the latter of the 20 hits. The time till to failure 

was calculated by subtracting the time of acquisition from the time of failure. The prediction for 

the burst pressure was obtained simply by extrapolation and using the local approximate of the 

pressurisation rate estimated from the pressure and corresponding time values assigned to the 

former as well as to the latter of the 20 hits. It has to be noted that only those hits were used to 

calculate the burst pressure prediction, where the slope was negative and the numerically obtained 

approximation for the derivate of the hit rate was positive. This approach was intended to ensure 

that the condition for positive feedback was satisfied. 

The three graphs shown in Fig. 6 illustrate the performed calculations. The diagram on the bottom 

shows the pressurisation profile and the cumulated sum of located events, both with time. Located 

events were chosen instead of hits from channel 3 due to their direct link to physical events within 

the material. This might be helpful in the further discussion regarding the obtained findings. The 

diagram in the middle shows the results of the burst pressure estimations with time and the diagram 

on top is a graph with the ratio between the actual test pressure and the predicted burst pressure, 

again with time. The ratio is termed failure convergence and quantifies how close to failure the 

test object is at the time of test with reference to the burst pressure prediction. Three stages of the 

burst test are noticeable, marked by yellow arrows and labelled I, II as well as III in Fig. 6, bottom: 

I) Sudden change in event rate indicates that the defect became more severe at around 

725 bar. With respect to the intensity of the AE signals, there seems to be no need to react. 

However, from the AE activity point of view this is something to consider. At that time, 

the pressurisation was stopped and the test object depressurised down to 300 bar. The burst 

pressure prediction results in values near to the actual burst pressure experienced later on. 

The failure convergence gives results of 0,9 and more. 
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II) Incipient AE activity already below the previous maximum load (at about 570 bar) 

indicates that the defect is going to become critical. The values of the burst pressure 

prediction underline this finding regarding criticality since they are lower at this stage 

compared to stage I. The failure convergence results again in values of more than 0,9. The 

value of CEF approaches the bound to class C (see Fig. 5, top) so that everything has to be 

ready for immediate depressurisation of the test object in case of a regular test. As this was 

a burst test, another pressure hold phase was initiated. 

III) The AE activity raises very quickly after the hold phase (at about 700 bar) and increases as 

the pressure increases. The CEF exceeded the value of 2,8 (see Fig. 5, top) and thus, the 

criteria for class C (ultimate stop criterion) was met. However, the test object was taken till 

to fracture on purpose and in deviation to the regular test procedure. Predictions for the 

burst pressure and the failure convergence approximate the final actual burst pressure and 

values of 1, respectively. 

 

 
 

Fig. 6: Results of data analysis on basis of the failure forecast method with time; pressurisation 

profile and cumulated sum of events (bottom); burst pressure prediction (middle); failure 

convergence as ratio between the pressure at the time of test and the burst pressure estimation 

(top).  
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5. Conclusions and outlook 
 

The application of the failure forecast method on burst test data to predict the burst test pressure 

and to provide a criticality indicator for assessing the given situation in the course of the test was 

successful and a first step to develop a complementary tool for the interpretation and evaluation of 

testing as well as monitoring data. Activity trend analysis is an advantageous enhancement to the 

general view on the degradation process under consideration. The results are in line with those 

obtained from currently used techniques, e.g. the severity grading with the cluster evaluation 

factor. Intensity trend analysis is possible as well, in case AE parameters like energy or ring down 

counts are selected to represent the ongoing degradation process. 

Optimisation of the data quality prior to the application of the numerical methods, in particular for 

the regression analysis, might increase the accuracy of the predictions. Integration of the prediction 

process and subsequent calculations into the data visualisation software will raise the ease of use 

and thus support the utilisation to further develop the technique. Criterions for activity trend 

analysis may be implemented in testing procedures/instructions to support test operators in 

real-time decision taking. Assessment of monitoring data regarding remaining useful life seems to 

be within reach. 
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ABSTRACT  

 

Composite overwrapped pressure vessels (COPVs) are used in many applications from 10,000 ft 

below sea levels to outer space. COPVs are designed to sustain high pressure, carry a large 

volume of a pressurized gas, and offer excellent weight reduction. These vessels can be subjected 

to complex modes of failure, some of which are dominated by fiber-bundle breakage (FBB). Due 

to the safety implications of COPV failure, they are subjected to stringent certification 

requirements by DOT, ASME and ISO. In this document, we present results of a test campaign 

designed to collect and characterize acoustic signatures of fiber bundle breakage (FBB), as well 

as deriving experimentally the “single energy event criteria” (SEEC) required by relevant testing 

codes and procedures. 

Testing was performed on type 4 carbon fiber COPVs. Three vessels were tested, aged by pressure 

cycling  to simulate refilling operations for 10 years, and were damaged by high velocity impacts. 

Hydrostatic tests following DOT requalification test procedures were performed at different stages 

of the ageing process, and the vessels were loaded to failure. The data set provided signals of FBB 

on damaged vessels.  

 

Keywords: Modal acoustic emission, requalification, broad band sensor, composite overwrapped 

pressure vessels, virtual gas pipelines, hydrogen storage. 

 

 

1. Introduction: COPV’s and safety regulations 
 

Composite overwrapped vessels or COPV’s are critical containers that offer high strength and low 

weight. COPV’s are mostly used for storage of propellants, as well as elements required for life 

support. There are several types of COPV’s (classified as type 1 through type 5) and the 

classification depends on construction materials and construction procedure, as well as the 

maximum vessel operational pressure. In general, COPV’s consist of a liner, a filament wound 

layer and an epoxy resin. COPV’s were developed by NASA in the early 1970’s with the intent of 

reducing the weight of firefighter’s breathing apparatus, achieving about 50% reduction.  

COPV’s are used for transportation of gaseous products by stacking dozens of them on large 

trucks, in what are called “virtual pipelines”. COPV’s in this virtual pipelines can be severely 

damaged internally by high-energy impacts on the road without leaving any external indication. 

Also, they experience fatigue as they undergo filling/emptying operations. Common failure 

mechanisms of COPV’s are:  
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 low energy matrix cracking and splitting,  

 delamination between layers,  

 fiber to matrix debonding,  

 fiber pull out,  

 fiber breakage, 

 fiber bundle breakage or FBB. 

 

Failure of a COPV offers a safety risk, so ensuring the vessel is able to sustain operational loads 

is of paramount importance to the different industries employing COPVs. For that reason, the 

design of COPV’s is subjected to construction codes, manufacturing is verified via hydrostatic 

tests, and requalification testing every 5 years is commonly required in different industrial sectors, 

including  transportation. In the United States, codes for vessels construction and requalification 

have been published by regulatory bodies such as:  

 the American Society of Mechanical Engineers (ASME) particularly the Boiler and Pressure 

Vessel Code (B&PVC),  

 the International Organization for Standardization (ISO),  

 the American Society of Testing Materials (ASTM), 

 the Department of Transportation (DOT), 

 the National Board of Boiler and Pressure Vessel Inspectors (NBBI).  

 

In this paper, we discuss research performed as part of the development of  a technology package 

to test COPV’s type 3, 4 and 5 under  both:  ASME X section 8 and DOT modal AE testing criteria. 

This technology package consists of a specialized broad band sensor, a data acquisition AE board, 

as well as the acquisition and postprocessing software used to analyze and filter the waves 

collected from COPV’s during testing. 

For the technology package development, several COPV’s were impacted, pressure cycled, and 

pressurized monotonically to failure. The burst pressure measured was used to identify if the 

impact and ageing cycling were successful, and if the requalification test performed successfully 

identified a vessel that was compromised and should have failed the requalification test.  

 

 

2. Acoustic emission testing of COPV’s  

 

During the AE testing of the COPV, the vessel is stressed by hydrostatic or pneumatic loading, 

and the test pressurization sequence used follows the specifications of the code under use. Fig. 1 

shows the loading scheduled used by the ASME Section X, Appendix 8 code on the lefts hand-

side, and DOT requalification test loading schedule is shown in the right hand-side.  

 

 
 

Fig. 1: Example of loading schedule commonly used in ASME X section 8 MAE code and in 

DOT MAE code. 
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The AE test method is designed to detect structurally significant defects and damage in the 

composite fiber wrap. As signal analysis capabilities have improved over time due to availability 

of computing power and postprocessing, the complexity and type of analysis performed on the 

waves collected by the acoustic emission sensors have evolved.  Depending on the level of 

complexity in data collection and analysis, the acoustic emission technique can be divided into 

‘feature based AE’ and ‘modal AE’.  

 

Table 1: Listing of published codes for testing and requalification of COPVs. 

 

NAME OF CODE/STANDARD 
YEAR 

ISSUED 

TECHNICAL 

EMPHASIS 

1st DOT Exemption  (Tube Trailer Cylinders) 1983 FAE/Event clusters 

ASTM E 1419-91 (Seamless Cylinders) 1991 FAE/Event clusters 

ASME B&PVC V Art. 11 (FRP Tanks & Vessels) 1983 FAE 

ASME B&PVC X RT-6 (Class II FRP Vessels) 1988 FAE 

ASME/ANSI RTP-1 (FRP vessels < 15 psi) 1989 FAE 

ASME SE-1419 (Seamless Cylinders) 1991 FAE/Event clusters 

ASME B&PVC VIII Code Case 2390-1 (CRPV) 2003-2008 
FAE with MAE 

appendix 

ISO-/DIS 16148  (Periodic  AT +UT) (Metal) 2006 FAE 

ASME BPVC-VIII Code Case 2579-1 (CRPV ) 2007 FAE 

 ASME BPVC-X App. 8 (Class III H2 storage) 2011 MAE 

National Board B 10-601 (Cylinder Requalification) 2014 MAE 

ISO-19016 (Gas Cylinders / Composite Construction) 214 MAE 

 

Since the 1980’s, the regulatory bodies, such as ASME (B&PVC),  NBBI and others, have 

published testing and requalification criteria using the acoustic emission technology, and the 

procedures for data analysis and collection  have changed over time. Table 1 shows a timeline of 

the use of AE technology in the testing and requalification codes, and the introduction of the modal 

AE technique to extend the analysis of the acoustic activity.  

 

2.1 Feature based acoustic emission (FAE) 

The featured based AE (FAE) focuses on the calculation of wave features at the moment of 

detection and the use of correlations between such features for classification. In FAE, waveform 

analysis is not the primary methodology, and interpretation is based upon the following principles:  

 genuine AE increases as the load increases,  

 strong increase before failure gives effective warning,  

 continuing AE during load holds reveals high stress, 

 existing damage gives frictional AE, indicated by Felicity effect and AE during unloading. 

 

FAE was started to be used in the 1970’s and it is still widely used today, it provides a low 

cost/effort technique to identify the response of a COVP under the stress of the test, and its main 

limitation is the accuracy for source identification and location.  
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2.2 Modal acoustic emission (MAE) 

Modal acoustic emission (MAE) focuses on the collection and detailed analysis of the waveforms, 

particularly on the identification of the Lamb waves and dispersion curves in the composite 

material used to form the COPV under study. MAE requires:  

 the use of a broad band sensor,   

 waveform recording, 

 calculation of spectrograms, 

 calculation of dispersion curves. 

 

These requirements, increase the cost of deployment, as well as the level of experience and needed 

for data analysis of signatures. 

Given the increased complexity of MAE test compared with FAE test, the development of friendly 

software programs that allow pre-processing and classification of the waves collected during the 

test is an important aspect necessary to extend the utilization of the technology. In response to this, 

Mistras developed  MAE technology package with a specialized software created to calculate the 

energy normalization and energy released in specific energy frequency bands, as well as the 

identification of the waves passing fiber bundle breakage (FBB) criteria, as required by testing and 

requalification codes requiting MAE analysis, as shown in Table 1. 

 

 

3. Signal interpretation: MAE rejection criteria  

 

MAE codes focus on the analysis and the identification of signals from FBB because it is the most 

severe kind of event as far as pressure vessel strength is concerned. AE waveforms produced by 

fiber-bundle breakage can be distinguished in practical testing by the presence of the highest 

frequencies available in AE signals, and by analyzing the relative energies of various spectral 

ranges within the frequency spectrum. Fiber breakage is associated to a broader spectrum. Fiber 

breaks may be present alone or they may occur during matrix fracture, in which case the 

waveforms will be superimposed on each other during testing and requalification. Analysis for 

fiber bundle breakage is performed only during a pressure hold. To determine if FBB has occurred, 

the frequency spectra of the direct E and F waves are examined and the fraction of energy released 

in various frequency ranges or 𝑈𝑖 for i=0, 1, 2; defined as the partial energy released in the i-th 

frequency band defined as follows: 

 𝑈0 energy on the frequency band from 50 to 400kHz (that corresponds to the full frequency 

range considered), 

 𝑈1 energy on the frequency band from 100 to 200kHz, which contributes to FBB, 

 𝑈2 energy on the frequency band from 250 to 400kHz, which contributes to FBB. 

 

Other relevant scaling energies are computed, such as:  

 fiber breakage 𝑈𝐹𝐵
𝐴𝐸 and fiber bundle breakage (FBB) 𝑈𝐹𝐵𝐵

𝐴𝐸 , 

 quiescent energy 𝑈𝑄𝐸, 

 background oscillation energy 𝑈𝐵𝐸𝑂. 

 

The 𝑈𝑖 and the scaling energies 𝑈𝐹𝐵
𝐴𝐸 and 𝑈𝐹𝐵𝐵

𝐴𝐸  are used to identify relevant signatures produced 

by sources of interest such as fiber breakage and fiber bundle breakage. By comparing frequency 

response and energy release in different frequency bands of a collected waveform, one can identify 

the presence of signatures associated to the inability of the vessel to sustain load.  In general, 

activity with most energy released in the 50kHz is linked to frictional events, and activity with 

energy release between 50 and 100 kHz is linked to low energy matrix cracking. Finally, broken 

fiber vibration or oscillation that can show up at just about any point in the pressurization after 

fiber (bundle) breaks have occurred arising as frictional events on pressurization and 
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depressurization The waveform and spectrum of a fiber-bundle vibration is a high frequency signal 

in the range of 200 to 250lHz 

Once the partial energy release of the wave at each frequency band of interest (𝑈𝑖 for i=0, 1, 2) 

has been calculated, the values are compared with the scaling energy parameters according to the 

MAE code rejection criteria. For the DOT requalification code, the rejection criteria are 

summarized in Fig. 2. This diagram shows the 3 different test the collected waves are compared 

against to identify FBB. This comparative analysis is performed after appropriate filtering (i.e. 

removal of signals resulting from flow noise, mechanical events and EMI).  The comparative 

analysis requires to identify/set the value of 3 main constants: 𝐹2, 𝑀1, and 𝑀2, which is commonly 

done by using tabulated values offered within the code.  

The scaling energy parameters (𝐹2, 𝑀1 and 𝑀2)   listed above are dependent of vessel type and 

construction and the current codes do not provide a clear procedure to determine them. However, 

as part of this study, an experimental procedure to determine the single energy event criteria SEEC 

has been developed.   

 

 
 

Fig. 2: Summary of rejection criteria for DOT MAE procedure for requalification of COPV’s 

types 3, 4, 5. (From tables offered in the DOT code 𝐹2 = 10 000, 𝑀1 commonly ranges between 2 

and 4 for high strength carbon fiber, and 𝑀2 commonly ranges between 2 and 4 for high strength 

carbon fiber). 

 

 

4. Summary of tests performed  

 

Hydrostatic tests following DOT Method were performed on three different type 4 COPV’s. 

Vessel #1 has undergone a few impacts performed at different locations along the vessel using 

similar procedures to those outlined in ISO 11515. Each impact performed had different intensity 

and increased in strength progressively, as shown in the test summary table below (Table 2 and 

Fig. 3). Vessel #2 was subjected to minimal ageing by cycling the vessel from 300psi to a pressure 
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of 3600 psi (or operational pressure) for 2000 cycles; and vessel #3 was impacted one time with 

an energy of 5,000 J, was subsequently cycled from 360 psi to two thirds of the design pressure 

which corresponded to the vessel’s working pressure or 3,600 psi that is equivalent to the working 

pressure. All vessels were tested using Method A and pressurized to failure after that.  

Vessel #1 and vessel #2 were instrumented with AE sensors during the pressurization to burst 

allowing data collection. Vessel #3 was not instrumented with sensors during the burst test. The 

pressurization to burst of vessels #1 and #2 included two holds at 6,000 psi and 7,000 psi. The 

pressure holds were added with the intent to gather damage signals without any possible flow noise 

and be able to apply the FBB filtering criteria. The pressurization to failure of vessel #3 was 

monotonic.  

The objective of these tests was to verify that the data analysis procedure implemented by Mistras 

following the DOT MAE guidelines is being correctly applied, and that a vessel failing 

requalification test failed is effectively linked to the presence of known damage and earlier rupture 

in a burst test. For vessel #1 and vessel #2, the pressure at which the vessel failed was close to the 

expected burst pressure (see Table 2); but for vessel #3 it was reduced about 30% of the expected 

burst value due to the 5,000J impact.  

The number of pressurizations performed per test and other general information is presented in the 

diagram shown in Fig. 3. Table 2 shows a summary of the waves collected during each test after 

the different filtering strategies applied during the analysis (after filtering that removes flow noise, 

EMI, mechanical friction, and the FBB criteria shown in Table 2). The waves or signals passing 

the FBB are then verified by direct observation of the waveform, FFT and spectrogram. The data 

collected from both pristine and damaged vessels have been used to verify the expected energy 

associated to FBB. 

 

 
 

Fig. 3: Summary of COPV tests performed during this validation and verification project. 

 

As observed in Table 2, the number of signals passing the FBB criteria significantly increased 

during the pressure hold at 7,000 psi performed as part of the burst tests (test# 008 during burst on 

vessel #1 and test# 010 during  burst on vessel #2)  and for vessel #3 method A test, as compared 

with the other tests performed on pristine vessels with and without fatigue cycles (test# 004, test# 
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005, test# 006, test# 007, test# 008 and test# 010). Table 2 shows the number of FBB signals 

verified by visual observation (# FBB VERIFIED) for every test, these waves have  UFB
AE equal or 

larger than 50x103aJ and amplitude greater than 80dB, consequently these values were used as a 

way to identify rapidly signals passing the appropriate FBB conditions and when available the 

vessel was likely compromised and should fail the requalification test. The requalification failure 

was verified when the vessel burst at a pressure lower than expected. For instance, the 

requalification test # 012 on vessel #2 performed after impact and cycling had signals passing FBB 

and when taken to failure, the vessel burst at less than 7,000 psi which is less than the expected 

burst pressure. 

 

Table 2: Summary of data collected during test performed. Test nomenclature shown in Fig. 3. 

For this analysis the SEEC energy considered was 6.79x109aJ and the UFB
AE was 50x103aJ. 

 

TEST NUMBER/ 

VESSEL 

DAMAGE 

STATUS 

TEST 

RESULT 

# WAVES  

(HOLD) 

# FBB 

(VERIFIED) 

BURST 

PRESSURE 

SUMMARY OF HYDROSTATIC TESTS 

004 Vessel #1 Pristine Pass 0 0  

 

 

 

9,150 psi 

005 Vessel #1 Impact 115J Pass 3 0 

006 Vessel #1 Impact 575J Pass 540 0 

007 Vessel #1 Impact 760J Pass 133 0 

008 Vessel #1 Impact 1200J Pass 464 0 

009 Vessel #2 Pristine Pass 10 0  

9,450 psi 
010 Vessel #2 After 200 cycles 

3,200 psi 
Pass 5 

0 

012 Vessel #3 Impact 5000J 

and after 500 

cycles 3,600 psi 

Fail 155 

 

10 

 

6,838 psi 

SUMMARY OF FATIGUE TESTS 

011 Vessel # 3 After impact 

5000J 

Cycled from 

360 to 3600 psi 
No hold 8 6,838 psi 

SUMMARY OF BURSTS TESTS 

 

008-Burst vessel #1 

Four impacts 

through the 

vessel 

6000 psi hold 1548 6  

9,150 psi 
7000 psi hold 2626 16 

 

010-Burst vessel #2 

Two hydro tests 

and 2000 cycles 

to 3600 psi 

6000 psi hold 301 0  

9,450 psi 
7000 psi hold 804 3 

 

The burst test performed on vessel #1 (test# 08-burst) shows higher activity and energy, as well as 

a reduced burst pressure compared with the burst test performed in the pristine/fatigued vessel #2 

(test# 010-burst). The increased activity and intensity observed in the burst tests and the 

pressurizations following impacts is explained by the Kaiser and Felicity effect. Finally, vessel #3 

(test# 012) due to the impact and cycling shows clear FBB signals that fail the vessel under the 

MAE DOT document.  
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As an example, Fig. 4 shows the data that passed the FBB filters in test# 012 after impact testing 

and fatigue. The plots in this figure show horizontal and vertical lines used to separate those signals 

that have absolute energies larger or equal than 𝑈𝐹𝐵
𝐴𝐸= 50x103aJ and amplitude larger than 80dB. 

In addition, Fig. 5 shows examples of some of the waveform spectrograms of some of the signals 

passing filtering and visual verification. 

 

 
 

Fig. 4: Summary of activity collected in test 012 on vessel #3 after a 5000J impact and 500 

fatigue cycles to 3600psi. Data in brown shows to activity satisfying FBB criteria (SEEC energy 

considered was 6.79x109aJ and the UFB
AE = 50x103aJ. Top right plot shows the amplitude collected 

over the duration of the test (grey trace shows a voltage signal proportional to the vessel 

pressure). Bottom right plot shows the absolute energy of the waves passing the filtering and the 

left hand side plot shows the correlation between peak frequency and absolute energy. 

 

 
 

Fig. 5: Examples of selected spectrograms of signals collected in test 012-MA of vessel #3. 

These signals passed the high energy level FBB criterion by setting the UFB
AE energy to 50x103aJ. 

The spectrograms shown correspond to signals that pass the visual verification. 
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4.1 Experimental determination of the single energy event criteria (SEEC) 

In the tests to failure performed in this project, the burst pressure experienced corresponded to 

9,150 psi and 9,450 psi for the impacted vessel (vessel #1) and the cycled vessel (vessel #2), 

respectively.  These values are higher than the expected rupture value of 8,600 psi, due to the slow 

loading and the presence of holds throughout the test.   

During the last stage of the burst test, i.e. the monotonic load increase after 7,000psi hold, both 

vessels presented audible pings that were linked to an observable jump in the cumulative absolute 

energy plot of the tests. In test# 008 for vessel #1 (impacted vessel) these pings started to take 

place at 7,768 psi and continued as shown in Fig. 6. The activity shown corresponds to raw data 

without any type of filtering. The energy jumps seem to have taken place before the 8,600psi 

expected burst pressure.  The energy jumps seen while testing vessel #2 (cycled vessel) are shown 

as well; it is observed that the jumps took place at a higher pressure during the last phase of the 

monotonic increase after the 7,000psi hold (Fig. 6).  

 

 
 

Fig. 6: Cumulative absolute energy of released of all activity collected during the burst test 

performed on vessel #1 (test 008-burst) after a series of impacts were performed. The bottom 

plot shows the early part of the last monotonic increase to burst pressure (9,150psi) and the 

energy jumps experienced, as well as the pressure at which there were experienced. All these 

jumps took place before the expected burst pressure of 8,600psi. Data shown corresponds to raw 

activity collected during the test without any filtering. 

 

A very important result from these two tests was the identification of the SECC energy during the 

last stage of the monotonic pressurization to failure. During this stage, the vessels presented two 

strong audible pings. The vessel manufacturer indicated such activity takes place as the vessel 

approaches failure. The times at which the pings were identified were marked, and further analysis 

identified clear events that passed all filtering. Waveforms are shown in Fig. 7. These waveforms 

show energies ranging between 1.67x109aJ and 3.67x109aJ, indicating that the SEEC should be 

set in that range. The waves in Fig. 6 also show the expected two wave modes.  
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Fig. 7: Experimental determination of SEEC by identifying signals associated to response seen in 

burst tests as vessel approaches to failure. 

 

 

5. Conclusions 

 

The main objective of this project was to develop a technology package for deploying modal AE 

testing of COPV’s based on ASME 10 Section 8, ISO and DOT. The appropriate sensor, data 

acquisition board and software necessary to collect the signals based on the codes requirements 

were developed, tested and verified.   

As part of the work performed for the validation and verification process, three vessels were tested 

using hydrostatic method A test based on the DOT TR20180502 MAE test criteria. Vessel #2 was 

pristine and cycled, vessel #1 was impacted multiple times in different locations and vessel #3 was 

impacted with high energy and cycled to allow the damage to propagate. The vessels were loaded 

to failure and FBB signals were recorded. As expected, vessels with increased damage level 

produced more AE signals and more FBB signals as well.  

During the burst test, an audible ping was linked to occurrence of signals passing FBB filters, and 

to events with the highest energy collected during the test. These events were used to 

experimentally define SEEC to 6.79x109aJ.  Comparing data from the tests, the signals passing the 

FBB criteria, and the SEEC, the UFB
AE was defined as 50x103aJ for the vessel construction tested. 
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ABSTRACT 

 

A working group within the Committee on Acoustic Emission Testing of the German Society for 

Nondestructive Testing (FA-SEP of DGZfP) has collected published data on the long-term 

behavior of the AE or the Guided Ultrasonic Wave (GUW) measurement chain (sensor, sensor 

coupling and mounting, signal transmission, data acquisition and storage). Since only scant data 

is publicly available, the working group drafted a questionnaire for collecting respective 

information from the committee members. The returned questionnaires indicate that data 

acquisition and storage likely pose problems more frequently than other parts of the measurement 

chain. The only exception noted was for one case of integrity monitoring at elevated temperatures. 

In this case, sensor sensitivity was observed to decrease compared to the performance at room 

temperature, requiring the mounting of additional sensors for achieving AE source location with 

the same resolution. Based on the empirical information, recommendations for long-term 

monitoring with AE and GUW are discussed. These comprise, e.g., periodic checks of sensors and 

measurement chain, periodic data back-up, and planning of maintenance and repair. 

 

Keywords: Acoustic emission (AE), guided ultrasonic waves (GUW), structural integrity 

monitoring, process monitoring, long-term equipment durability, measurement chain failures.  

 

 

1. Introduction  

   

Recently, AE and Guided Ultrasonic Waves (GUW) are finding new applications in long-term 

structural health or integrity monitoring [1] as well as in process monitoring or control [2-3]. In 

established, often standardized AE and GUW testing, e.g., proof testing or periodic inspection of 

pressure vessels or storage tanks [4-5], the test durations are typically limited between a few hours 

up to a few days. The test duration hence is the main difference between these and the structural 

health or process monitoring. For structural integrity and process monitoring, in some cases, there 

may be special environmental conditions, e.g., radiation in nuclear power plants [6-8], elevated or 

strongly varying temperature in conventional power plants [9] and in industrial production lines 

[10], or mechanical vibration spectra in road or rail transportation and aircraft operation [11,12]. 

Therefore, for long-term stability and performance of the AE or GUW measurement chain the 

question is how the operating conditions and environment will affect that. As discussed in [1], 

there is scant quantitative data on the long-term behavior of sensors, sensor coupling and 
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mounting, signal transmission device and data acquisition as well as data storage equipment 

available in scientific or technical publications. Manufacturers' data sheets often define operating 

temperature ranges for sensors and data acquisition equipment [13-14], but whether these suffice 

for long-term applications of several decades is not documented. AE service providers may have 

experience on how long sensors and other components of the measurement chain may last under 

various environmental conditions, but such information is typically not published. 

A questionnaire distributed among the members of the Committee on Acoustic Emission Testing 

of the German Society for NDT (DGZfP), therefore, aimed at collecting information on the 

performance of the measurement chain (sensor, coupling and mounting, signal transmission, data 

acquisition, data storage and data analysis equipment) in long-term monitoring applications. 

"Long-term" in this context was defined as continuous or intermittent monitoring over durations 

of one year or more. Of course, expected service lives of several decades for structures in 

transportation industry (for aircraft and railway cars thirty years or more), or in civil engineering 

(for bridges fifty years or more) may constitute quite a challenge for AE or GUW measurements. 

The experience from the questionnaires can be summarized as follows: (1) sensor service life can 

vary between one or a few tests up to thirty or more years, depending on the usage and the ambient 

environment. Sensor failure mainly seems to occur due to external actions, e.g., mechanical impact 

of foreign objects or improper manual handling resulting in torn-off sensor cables or loose sensor 

mounting. However, there are also indications that use at elevated temperatures or in temperature 

cycles (up to near the Curie-temperature of the PZT sensor material) may affect the sensitivity of 

the sensors and through ageing possibly limit their service life. This will be discussed in detail 

later. (2) Adhesive bonding of sensors with thermoset adhesives seems to be the method of choice 

for reliable long-term sensor coupling, but there is no long-term experience publicly documented. 

(3) Measurement hardware (data acquisition and data storage) may also fail, e.g., in severe service 

environment such as temperature cycling and vibrations, or exposed to dust or humidity, or 

combinations of these. Considering the required reliability and availability as well as repairability 

in the equipment design and the choice of the electronic components is recommended [1]. (4) 

Software for data acquisition and analysis, in principle, can be operated in the long-term, except 

where public domain or general programs or code are used for which support will cease, or if the 

original software will not be compatible with such programs anymore, if they are needed, e.g., for 

signal transmission. (5) An essential part of any long-term AE or GUW monitoring has to include 

planning of periodic performance checks and of maintenance or repair actions. Availability of 

spare or replacement parts may become increasingly important with longer monitoring operation. 

In the following, the focus will be on temperature effects on the sensitivity and performance of the 

PZT-transducers, the main type used in AE and GUW monitoring setups. 

 

 

2. Thermal effects on piezo-ceramic AE transducers 
 

2.1 Temperature variation in ambient environments 

Even in comparatively short duration AE or GUW measurements, the ambient temperature and 

relative humidity may vary to some extent. For example, the ISO standard for test climate for 

plastics [15] defines temperature and relative humidity values suitable for conditioning and testing 

of polymers. "23/50" and "27/65", i.e., 23°C and 50% relative humidity or 27°C and 65% relative 

humidity are standard climates for non-tropical and tropical countries, respectively. "23/50" is the 

climate required for data used in plastics data sheets and material properties data banks. Both 

standard climates come in two classes, the first (class 1) with variation limits of ±1°C for 

temperature and ±5% for relative humidity, and the second (class 2) with ±2°C and ±10% relative 

humidity limits, respectively. These limits are defined for polymers, a class of material with 

properties that are quite sensitive to variation in both, temperature and humidity. For other 

materials classes, e.g., metals and metal alloys or ceramics, the temperature and humidity 

dependence of properties is less pronounced. 
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Nevertheless, the potential temperature dependence of transducer performance may require 

consideration. Fig. 1 illustrates the effect of short-term temperature cycling on sensor sensitivity. 

Repeated variation of temperature between -40°C and +110°C for a sensor type VS75-V with a 

specified operating temperature range between -5°C and +85°C [13] shows changing sensitivity. 

For the same test signal input, peak amplitudes are lower at lower temperatures and slightly higher 

at +110°C, both after sufficient hold time for temperature equilibration. The initial sensitivity 

recovers, once the temperature stabilizes at room temperature (+25°C). Within several cycles (only 

partly shown in Fig. 1), no trend for a permanent change in sensitivity with an increasing number 

of cycles can be observed within the amplitude measurement resolution of 16 bit. 

 

 
 

Fig. 1: Sensitivity test performed on an AE transducer VS75-V for repeated temperature cycling 

between -40°C and +110°C. 

 

Fig. 2 and Fig. 3 show results of periodic sensor tests for AE sensors, one type VS75-V and one 

type VS75-RIC performed over a service duration of 18 and 15 years, respectively with the same 

setup for sensor verification. Fig. 2 shows a comparison of sensor sensitivity after 18 years of 

regular outdoor usage by a service provider in Europe. There seems to be a trend for the recent 

measurement in 2021 (blue curve) to be slightly lower than that of 2003 (red curve). In the 

specified frequency range (30–100 kHz), the sensitivity differs by 1 dB or less. This might be due, 

at least in part, to differences in coupling the sensor, but, in any case is no cause for concern. The 

small differences below 30 kHz are outside the specified frequency range and are not significant. 

 

 
 

Fig. 2: Selected results of periodic sensor tests for one AE sensor (type Vallen VS75-V) 

performed over a service duration of 18 years, with the same setup and transducer for sensor 

verification. 
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Fig. 3: Selected results of periodic sensor tests for one AE sensor with integrated preamplifier 

(type Vallen VS75-RIC 34 dB) performed over a service duration of 15 years, with the same 

setup and transducer for sensor verification. 

 

Fig. 3 shows two sensitivity measurements on a sensor type VS75-RIC, taken 15 years apart. The 

recent measurement in 2021 (blue curve) is consistently below that of 2006 (red curve) with a 

difference of about 2-3 dB in the specified frequency range. The use of the sensor was similar to 

that shown in Fig. 2. Beside slight differences in coupling (as for the measurements in Fig. 2), 

ageing of the integrated analogue amplifier electronics likely may contribute to the observed 

difference. The relative contributions from these potential causes, however, are not quantifiable. 

 

2.2 Temperature exposure or temperature cycles 

Table 1 shows average signal amplitudes (Av. Amplitude) from five lead pencil breaks each, at 

several distances from a sensor (type ISR15CA-HT). This sensor mounted on a chemical reactor 

vessel (24CrMo10 steel), is checked at room temperature (around +20°C) and at elevated surface 

temperature (between +100°C and +110°C). The amplitudes show a clear decrease in sensor 

sensitivity observed at elevated temperatures. This required adapting the sensor array with shorter 

sensor-to-sensor distances for maintaining the required source location accuracy. Even though it 

is unknown whether the observed decrease of sensitivity at elevated temperature (within the 

specified operating temperature of +150°C maximum) induced a permanent degradation of sensor 

performance or not, the observation is important for planning long-term AE monitoring at elevated 

temperature. It can further be noted that the magnet holders for mounting the sensors also yielded 

reduced holding forces at surface temperatures between +100°C and +110°C. 

 

Table 1: Lead pencil breaks for sensor check at room temperature and around +120°C. 

 

PARAMETER  VALUE VALUE VALUE VALUE VALUE VALUE VALUE 

Distance [mm] 50 300 500 800 1200 1600 2100 

Av. Amplitude 

[dBAE] +20°C 
83 78 76 72 73 72 71 

Av. Amplitude 

[dBAE] +110°C 
77 72 70 66 67 66 63 
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Most of the commercially available AE or GUW transducers use piezo-ceramic lead-zirconate-

titanate (PZT). The Curie temperature TC of PZT limits the operating temperature of such 

transducers. Depending on the type of PZT, there is a fairly large range of TC starting at about 

+225°C and going up to about +350°C [16,17]. For temperatures close to or above TC, therefore, 

other types of piezo-materials or other types of sensing methodology have to be used. Even though 

piezo-materials with higher TC do exist, their efficiency for sensing structural waves is often less 

than that of PZT. These issues are discussed, e.g., by [18,19]. A viable alternative to PZT sensors 

for AE monitoring, also at higher temperatures above +350°C, are fiber optics based transducers, 

see, e.g., [20-23] for more details, To put the service life-time requirements for AE transducers 

operated at elevated temperatures in perspective, e.g., [18] notes an expectation of sensor operation 

for aircraft turbine components over service durations of up to 100'000 hours, roughly equivalent 

to 11 years, and that at temperatures between +500°C and +1000°C. In automotive applications, 

PZT stack actuators are e.g., used for injector devices. Electric cycle tests with fields of 3.0 kV/mm 

at +22°C and +50°C yielded clearly higher reductions in piezoelectric and dielectric coefficients 

for the latter (48% and 28%, respectively) after 108 cycles [24]. 

Fig. 4 shows effects of thermally induced degradation in properties of two types of PZT presented 

in [25]. Even short exposures to elevated temperatures of 10 minutes lead to measureable changes 

in the piezoelectric constant d33. Dimensionless aging rates and relaxation times (in hours) 

calculated from fitting the measured data show a clear increase and decrease, respectively, with 

increasing temperatures. Temperatures in this case were varied between 30% and 80% of the 

respective TC for one type of soft (Nb-doped, PZT-5A type [16], with TC = +360°C) and one type 

of hard PZT (Fe-doped, PZT-4 type [16], with TC = +325°C). The dimensionless ageing rates are 

calculated from the measured d33 piezoelectric coefficient (initially amounting to 375 and 315 

pC/N for soft and hard PZT, respectively) after the heat treatments at different temperatures 

according to equation (1). 
 

(𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠) 𝑎𝑔𝑒𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 =  
1

log(𝑡2)−log(𝑡1)
(

𝑑33𝑡2−𝑑33𝑡1

𝑑33𝑡1
)                            (1) 

 

where t1 and t2 are the number of hours just after heat treatment (192 hours) and after ageing (1344 

hours), respectively, and d33t1 and d33t2 are the piezoelectric property measured at t1 and t2, 

respectively. Similarly, relaxation times after the heat treatments are calculated according to 

equation (2) from fitting an exponential function to the measured data. 
 

𝑑33 =  𝑑33𝑐 + 𝑑33𝑡 𝑒𝑥𝑝 [− (
𝑡

𝜏
)

𝜇

]                                           (2) 

 

where d33c and d33t are the time-independent and time-dependent property, respectively, and t and 

 are the ageing and the relaxation time, respectively, and  a stretching factor. 
 

 

Fig. 4: Dimensionless ageing rates and relaxation times  for one type of soft (Nb-doped, PZT-

5A type, TC 360°C) and hard PZT (Fe-doped, PZT-4 type, TC 325°C), data plotted from Tables 2 

and 3, respectively from [25] each after exposure to elevated temperatures between 30% and 

80% of the respective TC for 10 minutes. 
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Fig. 4 shows that ageing rates and relaxation times are higher for soft than for hard PZT, and both 

are changing with the applied annealing temperature. The ageing rates increase and the relaxation 

times decrease for both types of PZT. These changes occur already after short annealing durations 

of 10 minutes. A slight decreasing trend during the measurement period before annealing (around 

168 hours) continued similarly after the drop due to annealing for at least 1128 hours. There are 

hence no indications of recovery of the property value after annealing over at least 1100 hours, 

independent of the annealing temperature. Whether this behavior of selected PZT-materials might 

also occur in PZT-based sensors is not clear at this point.  

 

 

3. Discussion 

 

Since AE and GUW are also implemented for process monitoring and may find more and more 

use for process control, the operating conditions, in some cases, may be more severe than for 

infrastructure monitoring, e.g., on bridges in moderate or tropical climate zones, with the typical 

daily and annual temperature and humidity variations. Even comparatively high ambient 

temperatures up to +50°C are expected to still be moderate for low TC (+225°C) and even less 

detrimental for high TC PZT materials (+360°C). In process monitoring, the transducers may 

experience larger temperature variation or changes of ambient environment occurring faster, or 

both. Mechanical loads such as, e.g., machine vibrations may also have to be considered in 

planning and set-up of process monitoring beside the temperature changes. 

Operating sensors at elevated temperature or under cyclic temperature conditions may reduce their 

sensitivity as indicated by the data in Table 1. For further investigation of such effects, it is 

essential to have sensor sensitivity curves as a function of frequency (as in Fig. 2 and 3) acquired 

before and after the tests, and, if possible, at selected intervals in-between. Only these will indicate 

whether the observed performance reductions are temporary or at least partly, permanent. 

Considering the data from materials characterization with respect to thermal annealing at elevated 

temperatures (Fig. 4) and the limited documented performance of sensors during monitoring 

(estimated to currently amount to 4-5 years [26]) it cannot be excluded that changes may occur 

over much longer monitoring periods. Whether this may also occur due to daily or annual 

variations in ambient temperatures in long-term applications, or in process monitoring under more 

severe conditions over several decades is simply unknown. Periodic sensor checks at sufficiently 

short time intervals are a minimum requirement for ensuring successful monitoring with AE 

sensors made from PZT.  

 

 

4. Summary and outlook 

 

There is scant published experience on the long-term behavior of AE or GUW based monitoring 

systems for assessing structural integrity or identifying occurrence of damage, and basically none, 

if the service-life of structures spans several decades [1]. Even equipment manufacturers and 

service providers do not have such long-term experience. Published data so far cover monitoring 

over periods of about one to two years, but often intermittent, with the data acquisition equipment 

removed in between. However, there are examples of infrastructure monitoring, e.g., a bridge in 

Ulm [26] for about four years now with PZT-transducers permanently mounted that did not show 

any significant sensitivity changes so far. 

Assuring long-term monitoring for several decades, however, poses a challenge for the 

development and operation of such monitoring systems. A recent review [1] had collected 

experience from literature and from a questionnaire sent to AE practitioners in Germany, Austria 

and Switzerland. With respect to service life of PZT-transducers, a conclusion was that mechanical 

damage, e.g., mechanical impact or applying other stresses on sensor mounts or cables is a 

potential source of failure. Therefore, periodic checks of sensor performance are necessary, e.g., 
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by pencil lead breaks at defined positions of the test object or by exciting the transducers to emit 

propagating elastic waves. Observed changes, of course, can be due to sensitivity loss in the sensor 

itself or in the mounting and coupling of the transducers, but may also contain contributions from 

changes in the object that is monitored. The data sets of these GUW may hence also be analyzed 

for indications of defect initiation or growth in the monitored structure, complementing the AE 

monitoring. For this, acquisition of full waveforms rather than AE signal parameter sets is 

recommended, offering direct information on changes in frequency content of the signals. With 

respect to the performance of other parts of the measurement chain not discussed here, e.g., data 

acquisition or data storage hardware and software for data acquisition and analysis, the review [1] 

also provides some information. For hardware, designing equipment with a certain amount of 

redundancy as well as planning of maintenance and repair, and the procurement of spare parts are 

essential aspects for achieving sufficient reliability and technical availability. 
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1. Introduction 

    

Many standards for acoustic emission (AE) testing of safety critical structures specify a required 

sensitivity of the acoustic emission sensors to be used. This means, each AE sensor manufacturer 

and each AE service provider shall ensure that the sensors sold and used meet such requirements. 

But this turns out to be rather difficult: 

All presently existing ISO and ASTM standards for AE sensor sensitivity determination, 

ISO 12713 and ISO 12714, ASTM E1106 and E1781, require a heavy, immobile transfer block 

which makes the setup for most of the users of acoustic emission systems impractical and too 

expensive. Only very few laboratories in the world are equipped with such a setup. A widely 

accepted standard using an economic, easy-to-use setup is urgently needed. A new ISO standard 

in development is intended to help solving this need. The full name of that standard will read: ISO 

24543 Non-destructive testing — Acoustic emission testing — Verification of the receiving 

sensitivity spectra of piezoelectric acoustic emission sensors. 

The ISO 24543 project has been initiated in summer 2019 by the German standardization body 

DIN. The Final Draft International Standard ISO/FDIS 24543 has been prepared in June 2022 for 

the final vote. Publication of ISO 24543 is scheduled for end of 2022. This paper presents 

essentials about this standard. It is an update of [1], presented on Nov. 5, 2019, at the World 

Conference on Acoustic Emission (WCAE) in Guangzhou, China. Purpose of this paper is to 

inform the AE society about the status of this work and about an overview over the structure and 

the contents of the new ISO document.  
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2. Clause 1 of ISO/FDIS 24543: Scope 

 

ISO/FDIS 24543 specifies a method for the determination of the receiving sensitivity spectra of a 

piezo-electric acoustic emission sensor, in absolute units of volts output per motion input, whereby 

the motion can be particle displacement (e.g. in nanometres) or particle velocity (e.g. in millimetres 

per second) over a frequency range used for acoustic emission testing, … whereby the sensor is 

stimulated by a motion pulse in normal direction to the sensor’s face from a directly coupled 

piezoelectric transmitter. 

ISO/FDIS 24543 also specifies a method for the determination of the transmitting sensitivity 

spectrum of a piezoelectric transmitter in absolute units, e. g. in nanometres output per volt input, 

by measuring both the particle displacement pulse over the transmitter’s active face and the 

transmitter’s input voltage spectrum, using a scanning laser vibrometer. 

ISO/FDIS 24543 does not include the known cancellation effects on a sensor’s response, when the 

angle of incidence differs from normal (90°) or when the length of the wave passing across the 

sensor’s sensitive face is shorter than about 10 times the dimension of the sensor’s sensitive face. 

ISO/FDIS 24543 does not specify a method to measure the influence of different materials on a 

sensor’s sensitivity, but this effect is addressed in Annex F. 

 

 

3. Clauses 2 to 9 of ISO/FDIS 24543 

 

Three mandatory clauses (Clauses 2 to 4) concern normative references, terms and definitions, 

symbols and abbreviated terms.  

Clause 5 provides an overview over the face-to-face setup, which is used to determine the receiving 

sensitivity of the sensor under test (SUT), and over the laser vibrometer setup, which is used to 

determine the transmitter’s transmitting sensitivity.  

Clause 6 defines the requirements on the hardware described in Clause 5.  

Clauses 7 and 8 explain details and present procedures for the determination of the receiving 

sensitivity spectra using the face-to-face setup (see chapter 5), and the transmitting sensitivity 

spectra using the laser vibrometer (LVM) setup (see chapter 6).  

 

 

4. Annexes A to F of ISO/FDIS 24543 

 

All Annexes are of type “informative”. Annex A provides templates for a transmitter list and for 

a list of sensor types.  

Annex B provides examples of commercially available products which can be used to perform the 

procedures of the standard: A function generator model, a transmitter model, a transient recorder 

model, a type of mirror foil, and a scanning laser vibrometer model. 

Annex C provides general and historic information about sensor verification methods, some 

fundamental problems encountered with primary sensor calibration and how ISO/FDIS 24543 

relates to such problems, and a summary about advantages and disadvantages of the face-to-face 

method. 

Annex D and E provide additional information concerning receiving and transmitting sensitivity 

determination. 

Annex F shows how – in theory - the sensitivity spectra obtained from face-to-face setup can be 

adapted to the acoustic impedance of the test object material. 
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5. Basic elements of the face-to-face stimulation setup 

 

Fig. 1 shows the block diagram for the face-to-face stimulation setup. Purpose of this setup is to 

measure the response of a piezoelectric AE sensor on a known particle displacement stimulation 

by a piezoelectric transmitter for the calculation of the sensor sensitivity RD, a relevant property 

of an AE sensor. 

Meanings of the blocks and symbols in Fig. 1 from left to right:  

 

FG:  function generator,   UF: electrical stimulation pulse signal to TM,  

TM:  piezoelectric transmitter, SUT: sensor under test,  

US:  sensor output signal  TRA: transient recorder with inputs A, B, and T 

PC: personal computer  D: graphical display 

 

The FG generates the stimulation pulse UF. The TM converts UF into a particle displacement pulse. 

The SUT converts that pulse into the electrical output US. US and UF are captured by channels A 

and B of the TRA, triggered by the FG and transferred to the PC for data processing and data 

visualization at D.  

 

 
 

Fig. 1: Basic elements of the face-to-face stimulation setup and relevant signals. 

 

Fig. 2 shows examples of the signals UF and US. UF is a 1 MHz sine wave starting at 90°, the 

standby voltage from FG is +10V but is shown in Fig. 1a as 0 V, due to an offset compensation. 

UF reaches a minimum of -18V at (90+180)° and returns to 0 V at (90+360)°. 

 

 
a: Signal UF from FG 

 
b: Short sensor response US 

 
c: Long sensor response US 

 

Fig. 2: Examples of relevant signals of the face-to-face setup in the time domain. 

 

Fig. 2b shows a short part of US, the response of a wide-band SUT. Fig. 2c shows the same signal 

over an extended time scale and a zoomed amplitude scale. In the time range of about 10 to 30 µs 

reverberation peaks of about 5 to 10 mV peak-to-peak (pp) can be seen. Even though this is only 

0,4 to 0,8% of the 1,2Vpp main response in Fig. 2b, such low amplitude reverberations have 

influence on the resulting sensitivity spectra and need to be considered. 
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6. Basic elements of the laser vibrometer setup 
 

 
 

Fig. 3: Block diagram of the laser vibrometer setup. 

 

Fig. 3 shows the block diagram of the laser vibrometer (LVM) setup. Purpose of this setup is to 

measure D in picometer. D is the displacement pulse at the free active surface of the piezoelectric 

transmitter, in the time domain. From the spectrum of D and UL, the transmitting displacement 

sensitivity spectrum TD is calculated. TD is a relevant property of the piezoelectric transmitter. 

The LVM measures over the laser channel the motion pulse, generated by the transmitter (TM) in 

response to the stimulation voltage (UL), which is captured by the LVM’s parametric channel (Pin). 

UL is generated by the function generator (FG), like UF in face-to-face setup, but triggered by the 

LVM (Tout).  

The LVM exchanges data and commands with a personal computer (PC).  

 

 

7. Displacement measurement over different areas of a transmitter face 
 

It has been described in [2] and [3] that measuring only the motion at the centre point of a 

transmitter is not sufficiently representative for a larger area on the face since the motion 

distribution over the transmitter‘s face is not perfectly uniform. In order to measure the 

displacement output over a representative area a laser scan positioning unit (LS-PU in Fig. 3), an 

integral part of the LVM, is used to direct the laser beam of the LVM sequentially to one of 21 

measurement positions.  

The 21 positions are distributed over five concentric rings over the transmitter’s active face. The 

average displacements over five different center distances are measured and converted to five 

different transmitting sensitivity results, for SUT’s of five different diameters of sensitive faces.  

Table 1 of ISO/FDIS 24543 specifies for five ranges of SUT diameters the proper transmitting 

sensitivity result to be used. For example, for a SUT with less than 5,1 mm diameter of the sensitive 

face, only the displacement sensitivities from the centre point and from the 4 positions of ring 1 

are considered.  

 

 

8. Relations between relevant spectra 
 

Formula (6) of ISO/FDIS 24543 defines the receiving displacement sensitivity spectrum (RD) of 

an AE sensor to: “RD = RSS – TD” whereby RSS is the signal to stimulation ratio, obtained from the 

face-to-face setup, and TD is the transmitting displacement sensitivity, obtained from LVM setup. 

RSS equals the spectrum of the sensor output US, subtracted by the spectrum of the stimulation 

voltage UF. TD equals the spectrum of the measured displacement D, subtracted by the spectrum 

of the stimulation voltage UL. 

The symbols of the spectra of UF and US are designated F(UF) and F(Us), with 0 dB referring to 

1 mV. The spectrum of D is designated F(D) with 0 dB referring to 1 pm.  

0 dB of RD refers to 1 mV/pm, what means the sensor delivers 1 millivolt output per picometre 

input. 1 mV/pm is equal to 1 V/nm.  
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0 dB of TD refers to 1 pm/mV, what means the transmitter delivers 1 picometre displacement 

output per mV input. 1 pm/mV is equal to 1 nm/V. 

In addition to the receiving displacement sensitivity RD, ISO/FDIS 24543 supports also the 

determination of the receiving velocity sensitivity RV in dB, with 0 dB referring to 1 Vs/mm, using 

the formula RV = RD - (20×lg(2πf) −120), where f is the frequency in kHz. 

 

 

9. Examples of sensitivity spectrum results 
 

 
Legend 

M  magnitude in dB 

f  frequency in kHz 

───── receiving displacement sensitivity RD in dB, with 0 dB referring to 1 V/nm  

───── receiving velocity sensitivity RV in dB, with 0 dB referring to 1 Vs/mm 

───── deviation of RD, if transmitter TMA is used instead of TMC  

───── deviation of RD, if 100 µs widow length is used instead of 50 µs 

 

Fig. 4: Sensitivity spectrum results for a wide-band SUT (SUT01). 

 

Fig. 4 shows in black and blue the results of the displacement (RD) and velocity (RV) receiving 

sensitivity spectra of a wide-band sensor (model V103, Olympics), using TMC and the 50 µs long 

FFT window W7. Since the diameter of the sensitive face of this sensor model is 12.6 mm (0,5 

inch), the transmitting sensitivity, that considers the average displacement at the centre point and 

at rings 1 to 3 (12 positions) on transmitter TMC are used, according to Table 1 of ISO/FDIS 

24543. In this paper, only results of using two transmitter units, TMA and TMC, are shown.  

The red and green curves in Fig. 4 show additional information. The curve in red shows the 

deviation of black and blue, if transmitter TMA instead of TMC is used. The curve in green shows 

the deviation of black and blue, if the 100 µs long FFT window W8 is used instead of the 50 µs 

long window W7. ISO/FDIS 24543 deals with such variations in detail. 

Fig. 5 shows the receiving displacement sensitivities of a SUT01 (wide-band) and a SUT03 (150 

kHz narrow-band) sensor. One can easily see that above 100 kHz and below 440 kHz, the 

sensitivity of the narrow-band sensor lies 10 to 25 dB above that of the wide-band sensor.  

Fig. 6 shows sensitivities of three SUT-types in a lower, 20 to 210 kHz range. Black and blue 

correspond to Fig. 5. The red curve shows the sensitivity of a SUT04 sensor, a 30 kHz low-

frequency sensor. In range 20 to 60 kHz, the red curve lies about 15 dB above SUT03 (150 kHz 

narrow-band). 
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Legend 

M  magnitude of receiving sensitivity RD in dB, with 0dB referring to 1 V/nm 

f  frequency in kHz 

───── SUT01 receiving displacement sensitivity RD  

───── SUT03 receiving displacement sensitivity RD  

 

Fig. 5: Sensitivity result for SUT01 (wide-band) and SUT03 (150 kHz narrow-band). 

 

 
Legend 

M  magnitude of receiving sensitivity RD in dB, with 0dB referring to 1 V/nm 

f  frequency in kHz 

───── SUT01 receiving displacement sensitivity RD 

───── SUT03 receiving displacement sensitivity RD 

───── SUT04 receiving displacement sensitivity RD 

 

Fig. 6: Low-frequency results for SUT01 (wide-band) SUT03 (150 kHz narrow-band) and 

SUT04 (30 kHz low-frequency). 
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10. Omissions 

 

This paper summarizes on 8 pages some essential items of the new ISO standard 24543 in FDIS 

status (final draft international standard), which comprises 60 pages. 

Due to space and time constrains, several items treated by the standard are here not addressed, 

some of the omitted items are: 

 a fixing tool for holding SUT and TM in place and the coupling agent used to ensure good 

reproducible and stable acoustic coupling quality, 

 sensitivity determination of sensors with integral preamplifiers, 

 testing electrical crosstalk from transmitter to SUT, 

 influence of sensor cable capacity and cable length, 

 understanding FFT results, scaling effects and more, 

 the role of the FFT time window, 

 the minimum FFT time window length for low-frequency analysis, 

 minimizing the influence of a step in time domain on the FFT result, 

 criteria to sort out unsuitable transmitter units, 

 calibration of the laser vibrometer, 

 improving the signal-to-noise ratio of the LVM displacement output by averaging then 

thousand signals and applying a Savitzky-Golay filter, 

 detection of a drift of a transmitter’s sensitivity, 

 and more. 
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ABSTRACT  

 

This paper analyzes the theoretical basis of acoustic emission monitoring of leakage in principle. 

Based on the actual field leakage experiments, the following quantitative relationships are 

obtained: the quantitative relationship between the amount of leakage and the acoustic emission 

parameters under the same pressure; the quantitative relationship between different pressures, 

acoustic emission parameters and leakage rate under the condition of the same valve opening; the 

characteristic relationship between different leakage openings and acoustic emission parameters 

under the same pressure difference (tank wall plug). An online experimental demonstration system 

of leakage rate of water pipes is established. The acoustic emission collector automatically detects 

the leakage and leakage rates, and transmits the data to the cloud server. After the alarm 

conditions are set, the alarms will be pushed to the mobile phone if the alarm conditions are met. 

The cloud server is open for readers to view the results.  

 

Keywords: Acoustic emission, leakage, quantitative, Internet of Things, unattended, alarm. 

 

 

1. Introduction 

   

Valves and pipelines are widely used in all walks of life, ranging from aerospace industry, marine 

industry, petrochemical industry to domestic water supply and gas supply. However, in the long-

term effects of erosion and corrosion in valves and pipelines, it leads to the untight seals in valves 

and the reduced wall thickness, which often occurs leakage accidents. Although conventional 

detection methods (such as direct observation method, flow balance method, negative pressure 

wave method, operating pressure method, etc.) have been widely used, their deficiency is that they 

rely on professionals to go for the site inspection, and need to scan point by point or even need to 

dig and check the buried pipeline, which involves high labor intensity and low work efficiency. 

As one of the important branches of the applications of acoustic emission (AE) technology, 

acoustic emission leakage detection technology has been widely recognized in recent years due to 

its advantages of dynamic, high sensitivity and wide coverage. However, the current technology 

and equipment still rely on acoustic emission technical experts to analyze acoustic emission data 

in order to determine whether and how much leakage there is. Thus it limits the wide range of 

industrial applications of this technology. This paper analyzes the theoretical basis of acoustic 

emission monitoring of leakage in principle. Based on the actual field leakage experiments, the 

following quantitative relationships are obtained: the quantitative relationship between the amount 

of leakage and the acoustic emission parameters under the same pressure; the quantitative 
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relationship between different pressures, acoustic emission parameters and leakage rate under the 

condition of the same valve opening; the characteristic relationship between different leakage 

openings and acoustic emission parameters under the same pressure difference (tank wall plug). 

An online experimental demonstration system of leakage rate of water pipes is established. The 

acoustic emission collector automatically detects the leakage and leakage rates, and transmits the 

data to the cloud server. After the alarm conditions are set, the alarms will be pushed to the mobile 

phone if the alarm conditions are met. The cloud server is open for readers to view the results. 

 

 

2. Acoustic emission principles and theoretical basis of leakage monitoring 

 

The principle of acoustic emission signals produced by leakage is that when the medium is ejected 

from the gap due to pressure difference to form turbulent flow, the medium in the turbulent flow 

has impact and friction with the sealing surface of the medium, which stimulates the elastic stress 

waves. The signal strength and frequency range of the elastic stress waves are closely related to 

the turbulent velocity of the medium, which is pressure difference, the leakage rate, the valve 

medium and the structures. The generated leakage signals propagate along the pipe walls and in 

the medium. When the acoustic emission sensor is coupled on a reasonable position on the surface 

of the pipe, the signal can be received. The piezoelectric effect of the sensor is used to convert the 

elastic wave signals into voltage signals, which are then amplified, analyzed and displayed by the 

acquisition AE equipment. 

 

 
 

Fig. 1: Pipe jet leakage model. 

 

Typical leakage signals have continuous and random non-stationary characteristics and their 

frequency distribution has an obvious steep peak, so that it has a certain anti-interference ability. 

It can be seen from the jet leakage model that the leakage signals are mainly generated in the 

turbulent mixing zone and the transition zone. The high frequency frictional impact signals are 

mainly generated near the leakage outlet while the low frequency oscillation signals are mainly 

generated in the position far from the leakage outlet. Generally speaking, the larger the leakage 

amount, the greater the energy density of the acoustic emission signals generated from the leakage. 

When the pressure difference increases, the impact sound caused by the leakage blockage will be 

generated, which is much higher than the turbulence signals, and these signals can be used as 

meaningful signals for detection. 

When the gas or liquid leaks from the leak hole under a certain pressure, continuous mechanical 

waves are stimulated at the leak hole. When the acoustic emission waveform stimulated by the 

leak is observed by the oscilloscope, its shape is continuous waves with small amplitude 

fluctuation without following any patterns. The frequency band distribution of leakage acoustic 

emission wave varies from several Hz to several hundred kHz depending on the size of the leak 

hole, the leakage speed and the leakage medium. The suitable acoustic emission sensors are chosen 

to receive the acoustic emission waves from leaking location, then the mechanical waves are 
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transformed into electrical signals followed by amplification and then are transmitted to the 

acoustic emission host equipment. After signal processing and analysis, the amount of leakage 

information is obtained. After the appropriate threshold is set, when the AE signal reaches the 

threshold, it outputs an alarm. Through the Internet of Things (IoT) communication, the amount 

of leakage and the alarming AE parameters are transmitted to the Internet cloud platform, 

following by pushing the messages to the administrator user terminals, to achieve the purpose of 

intelligent alarming for unattended quantitative leakage monitoring. 

 

 

3. Quantitative experiments of acoustic emission leakage 

 

3.1 Experiment background introduction 

The experiment was carried out at a submersible manufacturing company in Shenzhen. The 

submersible, the external valve and the flow meter used in the experiment are shown in Fig. 2 and 

Fig. 3. There is enough volume inside the submersible to pump air at a certain pressure, so that the 

pressure can be stabilized in a small range for the subsequent leakage tests. The valve inspected is 

a ball valve, whose nominal diameter is 15 mm. There is no leakage when the valve is completely 

shut. A gas flow meter is connected to the rear end of the valve to quantify the leakage rate. 

The SAEU3H-4 digital acoustic emission detector from Qingcheng AE Institute (Guangzhou) was 

used in the experiment, with the compatible acoustic emission sensors, coaxial cables, acquisition 

AE cards and the analysis software to form the whole acoustic emission detection system. The 

acoustic emission sensor was the SR40M resonant sensor (the center frequency was 40 kHz and 

the frequency range was 15 kHz-70 kHz), and the external preamplifier had 40 dB gain. Details 

were shown in the figures below. The pencil lead breaking sensitivity test was 99 dB. 

 

    
 

Fig. 2: Experiment connection and the field picture. 

 

Table 1: Acquisition settings. 

 

Sampling rate 1000kHz EET: 30ms Filter 20kHz~400kHz 

HDT: 300us HLT: 1000us Threshold 23dB 

 

3.2 Quantitative relationship between different leakage amounts and acoustic emission 

parameters under the same pressure difference 

Tank gauge pressure: 0.1 MPa. Kept the acoustic emission equipment sampling the signals 

continuously. Different valve openings were obtained by manually turning the ball valve, and the 

leakage rate was measured by the flow meter. The flow meter remained stable in the following 

stages: 0 L/h - 42 L/h - 64 L/h - 310 L/h - 540 L/h - replacing with a large range flow meter - 650 

L/h - 430 L/h - 230 L/h - 110 L/h - 38-6 L/h - 1.7 L/h - 0 L/h. 
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The leakage rate ranged from 0 to 650000 mL/h in a continuous process, and the relationships 

between the leakage and acoustic emission were shown in the figures below: 

 

 
 

Fig. 3: Continuous waveform in time domain (different leakage rates at the same pressure). 

 

 
 

Fig. 4: Different AE feature parameters in time domain under different leakage rates. 

 

 
 

Fig. 5: Typical frequency domain view of leakage. 
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Statistical AE characteristic parameters at each stage are shown in the following table: 
 

Table 2: Different leakage rates and AE characteristic parameters. 
 

No. 

Leak 

rate 

(mL/h) 

Wave Amp. 

(mV) 

Amp. 

(dB) 
Counts 

Energy 

(KpJ) 

RMS 

(mV) 

ASL 

(dB) 

Freq. 

Range 

(kHz) 

1 0 ±2 (burr) 26.6-30 1-80 0-1 0.007-0.023 14-25 40-60 

2 42000 ±26 46-51 1530-1680 9-22 0.055-0.085 33-37 40-60 

3 64000 ±54 54-56 1600-1700 65-75 0.14-0.16 41-43 40-60 

4 310000 ±420 68-72 1700-1800 2500-3200 0.95-1.05 57-58 40-60 

5 540000 ±900 76-79 1750-1850 11000-13000 1.9-2.1 64-65 40-60 

6 650000 ±3000 85-90 1300-1450 120000-140000 6.5-7.5 74-76 40-60 

7 430000 ±820 72-76 1750-1850 8000-10000 1.7-1.85 62-63.7 40-60 

8 230000 ±600 70-74.5 1560-1724 4680-6480 1.25-1.46 60-61.1 40-60 

9 110000 ±300 63-70 1733-1800 1440-1980 0.7-0.8 54.9-56.3 40-60 

10 38000 ±102 56-60.7 1656-1756 138-185 0.21-0.25 44.6-46 40-60 

11 6000 ±6.1 38-45 1390-1560 3.3-8.8 0.035-0.045 29.2-30.7 40-60 

12 1700 ±4.2 (burr) 26.6-44 1-1529 0-8.3 0.006-0.2 11-32 40-60 

13 0 ±2 (burr) 26.6-30 1-80 0-1 0.007-0.023 14-27.4 40-60 

 

The above data were drawn as follows: X axis (leakage rate) - Y axis (acoustic emission 

parameters) coordinate scatter diagrams: 
 

  

  
 

Fig. 6: Correlation graphs of different leak rates and AE characteristic parameters. 
 

Note that since the leakage rate from 540 L/h to 650 L/h was replaced with a large-range flow 

meter and there was some deviations between the flow meters, the 0-650 curve could not be 

completely consistent with the 650-0 curve. With the leakage pressure differences, the trending 

(slopes) was basically the same. 

Leakage rate vs. Amplitude Leakage rate vs. Energy 

Leakage rate vs. RMS Leakage rate vs. ASL 
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3.3 Quantitative relationship between different leakage amounts and acoustic emission 

parameters under the valve openings but different pressure differences 

The valve opening was kept consistent throughout the process. The leakage rate was measured by 

the flow meter. The pressure in the tank increased to different pressures, and it was gradually 

reduced from high to low through other exhaust ports to maintain at several stable pressure stages: 

0.42MPa, 0.31MPa, 0.21MPa, 0.1MPa, 0.05MPa, 0.02MPa, 0.02MPa (the valve was closed). 

The continuous process diagrams were (arrows showing the decompression process, and the value 

was not for reference): 

 

 
 

Fig. 7: Continuous waveform in time domain (same valve openings but different pressures). 

 

After filtering processes, the following graphs were obtained: 

 

 
 

Fig. 8: Continuous waveform in time domain (same valve openings but different pressures) after 

filtering. 

 

The tank pressure, leakage rate and acoustic emission parameters at each stage are shown in the 

following table: 
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Table 3: Different leakage rates and AE characteristic parameters under same valve openings but 

different pressure. 

 

No. 

Tank 

pressure 

(MPa) 

Leakage 

rate (L/h) 

Amplitude 

(dB) 
Energy(KpJ) RMS(mV) ASL(dB） 

1 0.42 286 72-75 4300-4800 1.2-1.3 60-61 

2 0.31 227 69-72 2300-2700 0.85-0.95 56-58 

3 0.21 168 65-68 900-1100 0.58-0.62 53-54 

4 0.1 110 58-63 0.3-250 0.28-0.33 46-47 

5 0.05 71 50-55 0.01-40 0.09-0.12 37-40 

6 0.02 38 33-38 0.001-1 0.01-0.05 19-25 

7 0.02 0 28-30 0-1 0.007-0.023 14-25 

 

The above data were drawn as follows: X axis (leakage rate) - Y axis (acoustic emission 

parameters) coordinate scatter diagram: 

 

  

  

 
 

Fig. 9: Correlation graphs of different pressures and AE characteristic parameters. 

Pressure v.s. Amplitude Pressure v.s. Energy 

Pressure v.s. RMS Pressure v.s. ASL 

Pressure v.s. Leakage Rate 
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3.4 Tank wall plug: The relationship between different leakage openings and acoustic emission 

parameters under the same pressure difference 

The tank was filled with 0.1 MPa air pressure. The test object was the plug on the outer wall of 

the container. By rotating the plug at different angles, the gas was seeped from the plug gap. The 

approximate leakage situation could be known through air bubbles (when collecting signals, the 

bubbles on the plug would be wiped dry to eliminate the interference signals generated by bubble 

rupture). The sensor was positioned at 1 meter away from the plug. This experiment was a 

qualitative experiment of leakage. Rotating the plug at a small angle made the gas leak slightly, or 

a little larger amount. They would be compared with when there was no leakage, as shown in the 

figures below. 

 

  
 

Fig. 10: Plug and when it leaked slightly. 

 

 
 

Fig. 11: Plug leakage experiment whole process correlation graphs. 

 

3.5 Summary of the experiment 

 The leakage was located near the valve spool. The closer the sensor was to the spool, the 

stronger the leakage signal was. So the best installation position of the sensor was near the 

spool. 

 Low frequency sensors (15-70khz) could be used for gas leakage signals. 

 Under the same pressure, the larger the leakage rate was, the larger the acoustic emission 

parameters (amplitude, energy, RMS, ASL) were. The amplitude and ASL increased rapidly 

in the front segment and slowly in the back segment, while the energy and RMS increased 

slowly in the front segment and quickly in the back segment. 

 Under the same leakage aperture: pressure was basically proportional to the leakage rate; 

Pressure was basically proportional to RMS. The relationship between pressure and 
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amplitude: with the increase of pressure, the amplitude increased rapidly at first, then became 

slowly; The relationship between pressure and energy: with the increase of pressure, energy 

rose slowly at first, then rapidly; The relationship between pressure and ASL: with the 

increase of pressure, the amplitude increased rapidly at first, then slowly. 

 Energy, RMS and ASL could all be used as the criterion of leakage quantification, and ASL 

was the best. 

 Plug (pipeline leakage) qualitative judgment of leakage acoustic emission characteristics 

were obvious. Even 1 meter away from the leak source, it could still distinguish a very small 

leakage signal (the foam bubbles determined that the leakage was very small. The foam 

bubbles needed to be wiped dry during measurement). 

 Medium, pressure difference, leakage aperture size, sensor installation position and other 

factors directly affected the acoustic emission characteristics of valves and pipelines, which 

need to be calibrated on site. Once calibrated, they will be used for life. 

 

 

4. Online water pipe quantitative leakage demonstration experimental system 

 

4.1 System introduction 

As shown in the figure below, the faucet and water pipe were used to generate leaks, and the sensor 

was installed next to the faucet. The RAEM1 acoustic emission remote system from Qingcheng 

AE Institute was applied. The collector body was a small aluminum alloy shell cylinder. It was an 

intelligent IoT AE system integrating AE signal acquisition, analysis, storage with 

communications networking. It adopted the Linux system which was a long-term stable operation 

including watch-dog function and it was suitable for unattended monitoring for a long time. The 

collector collected signals and automatically determined whether there was leakage and the 

amount of leakage, and then transmitted them to the cloud server through 4G. Users could log in 

to the cloud server to view real-time and historical parameters, or set alarm push to mobile phones. 

The collector was set: sampling frequency: 1000kHz; the EET: 30ms; HDT 300us; HLT 1000us; 

threshold 30dB; Sensor resonant frequency 35kHz and frequency range 15khz-70khz. The 

schematic diagram and equipment layout were shown below: 

 

 
 

Fig. 12: Online water pipe quantitative leakage experiment system. 
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4.2 Experiment calibration 

Opened the faucet at different angles and connected the leaked fluid with a measuring cup. The 

relationship between the leakage rate and ASL was shown in the following table: 

 

Table 4: Faucet leakage rate calibration. 

 

No. Leakage rate (L/H) ASL (dB) 

1 0 32 

2 8.5 38 

3 18 47.8 

4 29.5 53.2 

 

Plot the scatter diagram as shown below: 

 

 
 

Fig. 13: Correlation graph of faucet leakage rate and ASL. 

 

According to the figure above, ASL and leakage amount basically have a straight slope. Let the 

leakage amount be:  

 

                                                              L =  k ×  ASL +  b                                                        (1) 

 

No. 2 and No. 3 data were k =1.4 and b = -44.7. Therefore, the relationship between leakage 

amount and ASL is: 

 

                                                          L =  1.4 ×  ASL −  44.7                                                   (2) 

 

When the above formula was set to the collector, the collector could calculate the leakage amount 

and transmitted the leakage parameters to the cloud platform through 4G to achieve quantitative 

online leakage monitoring. 

 

4.3 On-line quantitative leak monitoring 

Logged in to the cloud server to view real-time data. Below was the open cloud server for long-

term online monitoring where the readers could access to view data at any time. (url: 

https://signin.aliyun.com/login.htm#/main; Account: qc@1269046717299274.onaliyun.com; 

Password: qc123456). As shown in the figure below, it could be clearly seen the time when the 

leakage occurred and the corresponding leakage rate.  
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Fig. 14: Cloud server historic leakage amount. 

 

The appropriate alarms were set. The setting rules of this demonstration were as follows: 1L/H≤ 

leakage ≤10L/H output level 2 alarm; 10L/H≤ leakage ≤20L/H output level 3 alarm; 20L/H≤ 

leakage ≤30L/H output level 4 alarm; 30L/H≤ leakage ≤10L/H output level 5 alarm. For example, 

the setting of level 3 was as shown below.  

 

 
 

Fig. 15: Set proper alarm. 
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When the alarm condition was reached, the system pushed the alarm information to the mobile 

phone. You could also log in the server through the mobile phone/computer to view and process 

the historical alarm information, as shown in the picture below. 

 

  
 

Fig. 16: Alarms on the phone or cloud server. 

 

 

5. Conclusions 

 

The AE equipment of the Internet of Things can automatically control data collection, data analysis 

and automatic alarm pushing through embedded software and hardware to achieve long-term 

unmanned quantitative leak monitoring. Through automatic data processing, massive acoustic 

emission data can be converted into simple and understandable leakage levels, which can eliminate 

the trouble that traditional acoustic emission technology relies on professionals to analyse acoustic 

emission data, so that users who do not understand acoustic emission can quickly get started. 

Moreover, the data processing is centralized in the collector, and only a small amount of data is 

output/uploaded, which can effectively reduce the requirements of data communication speed and 

equipment cost. Its advantages of long-term stable operation, automatic alarm, quantitative 

monitoring and low equipment/operation cost are of great significance to industrial applications.   
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Measurement Equipment and Customized Solutions for Acoustic Emission Testing
We develop and produce innovative 
technology that makes a true 
difference for the safety of humans, 

the environment and the preservation 
of infrastructure. This commitment 
differentiates us from other suppliers 
and defines who we are: Vallen 

Systeme – The Acoustic Emission 
Company 

 

 

 

 

 

 

AMSY-6 System 
The AMSY-6 System is a fully featured, 
multi-channel Acoustic Emission 
measurement system. It forms a 
flexible basis that can be customized, 
extended and configured to the needs 
of an application. 

The field of applications ranges from 
various inspection tasks such as 
pressure vessel testing, leakage 
testing to research and structural 
health monitoring of large objects 

 spotWave Device 
The spotWave device is a portable 
single channel AE-measurement unit 
that can be controlled by a Laptop, 
Tablet PC, Smartphone or IoT device. 
It is a fully featured AE measurement 
device. The software supports the 
Vallen pridb and tradb data file 
format. 

Typical applications are leakage 
detection, hot spot monitoring, AE 
research, etc. 

 Acoustic Emission Sensors 
A wide range of sensors is offered 
covering any AE testing application.  

Sensors are available for standard 
environments, explosion hazardous 
areas, for underwater applications, 
high temperature surfaces and harsh 
environments. 

Sensors supporting the SmarLine™ 
protocol register themselves with an 
AMSY-6 system and minimize the 
configuration effort. 

     

 

 Vallen AE Suite Software 
Unmatched flexibility and 
transparency at all times makes the 
Vallen AE Suite Software the preferred 
tool of choice for all acoustic emission 
applications. 

Its modular architecture can be 
configured and extended to match 
any requirement of an application. 

It offers everything from simple data 
visualization over complex  

 analysis and pattern recognition to 
automation and web-based 
dashboards. 

Measurement data is written to a 
database structure that complies with 
SQLite3 standard. It can be accessed 
from any application supporting 
SQLite3 which includes Matlab, 
Python and many more fast 
development environments. 
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ABSTRACT 

 

In this project the non-destructive testing technique of acoustic emission testing will be used to 

determine the location of hydrogen embrittlement within offshore bolts. An initial testing plan has 

been provided which outlines that a fatigue test will be performed on the chosen bolt size and 

material. The obtained results will be used to link the fatigue data with the AE signals captured 

during testing and justify the choice of this NDT technique for detection of location of crack within 

the bolt. This will be later developed to detect cracks developed due to hydrogen embrittlement in 

high- strength steel bolts. To achieve this, a thorough literature review on hydrogen embrittlement 

and acoustic emission has been provided in this report along with the future plan for testing that 

will be used to gather experimental data which will justify this theory. 

 

Keywords: Hydrogen embrittlement, acoustic emission, corrosion, cracking, fastener. 

 

 

1.  Background and scope of the project 

   

When hydrogen gets absorbed into the surface of steel, it can lead to corrosion and cracking. 

Therefore it has been widely investigated as it can lead to catastrophic results if not accounted for 

[1]. Large bolts and other connectors such as studs and fasteners, typically used in the offshore 

Energy and the oil and gas industries, have been reported to fail prematurely due to hydrogen 

induced cracking (HIC) [2]. 

To prevent such failures, a set of guidelines was published by the Energy Institute (an independent, 

not-for-profit, safe space for evidence-based collaboration) which outline the management of the 

integrity of bolted joints through non-destructive testing (NDT) techniques [3].  

Acoustic Emission (AE) is the spontaneous release of strain energy which is emitted during a 

damage event (such as corrosion or cracking) [4]. By placing sensors on a structure, AE emitted 

from damage can be detected and located and thus, the damage can be detected, located, and 

characterized. By monitoring for AE over time, an assessment of a structures condition and an 

estimate on the useful remaining life can be made [5]. AE has been demonstrated to detect HIC 

and other hydrogen embrittlement mechanisms early [6-9]. Therefore, there is much interest to 

develop AE technology to explore the relationship between hydrogen embrittlement and AE for 

the monitoring of critical bolts, fastenings, and connections. 
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2. Project outline 
  
The aim of this project is to use microstructural observations and experimental data to provide 

qualitative agreement between the embrittlement process and acoustic signals. In line with this in 

mind the following are the objectives of this project: 

 Conduct a review of the mechanisms for hydrogen embrittlement in steel structures, along 

with how AE can be used to detect hydrogen-induced cracking within steel structures. 

 Develop a methodology for using AE to monitor bolts for hydrogen embrittlement under 

representative in-service conditions 

 Design an experimental test program that will aim to establish the parameters and 

conditions for successfully detecting AE from hydrogen embrittlement. This will include 

identifying sensors with appropriate sensitivity and frequency response to maximize the 

probability of detection. 

 Develop the data handling and processing methodologies to achieve successful detection 

and use the results to identify the exact location of hydrogen embrittlement. 

 With the help of obtained results, build a predictive model which will determine the current 

condition of a bolt and its remaining useful life. 
 

 

3. Literature review 
 

3.1 Introduction  

In metals and alloys, hydrogen embrittlement (HE) occurs when hydrogen combined with stress, 

either externally or internally, leads to a permanent loss of ductility [6]. According to how 

hydrogen embrittlement affects the body, it falls into two categories: internal hydrogen 

embrittlement (IHE) and environmental hydrogen embrittlement (EHE). In an electroplating and 

pickling process, hydrogen is absorbed within the structure and causes IHE [1]. The hydrogen 

absorbed by steel structures from hydrogen-rich surroundings can cause EHE [5]. Corrosion of 

steel structures results in hydrogen being produced, which gets absorbed into the structure and 

results in embrittlement. As a result, cracks begin to form in steel structures, a process known as 

either stress corrosion cracking (SCC), or hydrogen induced stress corrosion cracking (HISCC). 
 

3.2 Conditions needed for embrittlement 

Before hydrogen embrittlement (HE) can occur, certain conditions must be present. As shown in 

Fig. 1, these include: 

 A hydrogen source is present that disperses atomic hydrogen in the substance in an 

appropriate manner. 

 There are sufficient levels of stress in the material to cause subcritical fracture through 

simultaneous and synergistic action with atomic hydrogen (the threshold level for damage 

within a hydrogen-charged, and hence embrittled, material will also be reduced). 

 Certain hydrogen distribution and stress combinations can cause hydrogen embrittlement 

in certain materials. 
 

 
 

Fig. 1: Conditions contributing to the failure due to hydrogen embrittlement. 
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3.2.2 Damage mechanisms 

A steel with a tensile strength of 1,000–2,000 MPa (150–300 ksi) is considered to be a high 

strength steel. When high-strength steel is tensile stressed, such as when tightening a high-strength 

fastener, the tension forces atomic hydrogen within the steel to diffuse (migrate) to the point of 

maximum stress (e.g., at the first engaged thread or at the fillet radius under the head of a bolt). 

Steel that is ordinarily ductile gradually turns brittle when higher concentrations of hydrogen 

collect at this region. A hydrogen-induced (brittle) microcrack eventually results from a 

concentration of tension and hydrogen in one place.  As hydrogen flows to follow the tip of the 

developing fracture, the brittle microcrack continues to grow until the fastener is overloaded and 

ruptures. This hydrogen degradation mechanism can cause the fastener to fail at stresses far lower 

than the fastener's fundamental strength as evaluated by a typical tensile test. 

Theoretical models that describe hydrogen damage mechanisms under idealized conditions have 

been proposed since the 1960’s [1]. In the case of high strength steel, these models are based 

primarily on two complementary theories of decohesion, and hydrogen enhanced local plasticity 

(HELP) [1]. Given the complexity of HE phenomena, hydrogen damage models continue to evolve 

and be refined thanks to the efforts of theoretical and experimental researchers around the world. 

Grain boundaries, dislocations, precipitates, inclusions, and other metallurgical characteristics 

within the steel microstructure are examples of hydrogen "traps." As a result, hydrogen is no longer 

free to diffuse (i.e., travel) to locations of high stress, where it may participate in the HIC 

mechanism. The bonding energies of traps are used to classify them as reversible or non-reversible. 

Low bonding energies define reversible traps; in other words, hydrogen is more easily released 

from the trap. Non-reversible traps are characterized by high bonding energies; in other words, 

hydrogen requires a great deal of energy (e.g., heat) to be released from the trap. Hydrogen that is 

not trapped is called interstitial hydrogen; it is free to move in the metal lattice. Interstitial 

hydrogen is also called diffusible hydrogen. 

 

3.2.3 Fracture surface 

The intergranular brittle morphology is usually a good way to deduce surface of fracture that occur 

due to hydrogen induced cracking. This is usually the case for quenched and tempered high 

strength steels. It can be clearly seen in Fig. 2 below, which shows the brittle surface of the fracture 

which is due to hydrogen-induced cracking. The fracture surface morphology also depends on the 

extent to which hydrogen embrittlement has occurred and how susceptible the material is to 

hydrogen-induced cracking.  As the Fig. 2 below shows that for a higher degree of hydrogen 

embrittlement, the surface has a characteristic appearance that is different to that from ductile 

fracture. 

 

 
 

Fig. 2: Brittle fracture surface of quenched and tempered high-strength steel using electron 

microscope [1]. 
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A fracture in a tensile-loaded fastener often expands to the point where the fastener's decreased 

cross section can no longer bear the applied stress. The fastener quickly ruptures at this location 

(i.e., fast fracture). A typical fracture surface related to quick rupture is ductile, as evidenced by 

the presence of ductile dimples. Fig. 3 below shows a fracture surface where the brittle hydrogen-

induced crack propagation came to a halt (i.e., the terminal crack tip) before the fastener's ultimate 

quick rupture. In this case the surface shows a ductile failure instead of brittle. Some parts of 

structure in the figure show brittle failure and this indicates areas where hydrogen-induced 

cracking has occurred while the ductile failure surface shows that hydrogen-induced cracking 

process has ended, and material can no longer withstand the stress it is under. 

 

 
 

Fig. 3: Fracture surface with brittle surface showing hydrogen-induced cracking and ductile 

surface showing the final failure using electron microscope [1]. 

 

3.3 Acoustic emission 

 

3.3.1 Introduction 

The technique of AE is suggested in this study for detecting and monitoring hydrogen 

embrittlement and cracking as a non-destructive evaluation (NDE) approach for identifying active 

defects in materials [4]. There is an energy release when a fracture propagates (i.e., grows larger). 

Elastic waves propagate through the material because of the linked events, resulting in measurable 

AE signals. Determining the cause of AE sources is a challenge, as many people consider corrosion 

as mainly a manifestation of erosion and damage, where the acoustic source is not the corrosion 

itself, but its consequences, including bubble evolution, crack propagation, growth, and evolution 

of corrosion product deposits. As a matter of fact, there are good correlations between specific AE 

parameters and corrosion damage in various cases [7]. 

There are several studies that have already applied the AE technique to monitor HE. Both Cayard 

and Kane [8] as well as Gingell and Garat [9] showed that AE energy accumulation was greater 

during Stress Corrosion Cracking (SCC) tests leading to metal failure as compared to no failure 

tests. Weng and Chen [10] discovered a link between HIC damage as measured by the Crack 

Length Ratio and AE energy levels. In addition, Gingell and Garat [9] demonstrated that AE may 

be utilized to differentiate between the start and propagation stages of SOHIC (Stress Oriented 

Hydrogen Induced Cracking) growth [11]. 
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3.3.2 AE signal detection 

AE testing involves recording and evaluating AE signals to identify evolution of damage [12]. 

This is usually accomplished by direct coupling of piezoelectric transducers on the surface of the 

structure under test and loading the structure. The output of the piezoelectric sensors (during 

stimulus) is amplified through a low-noise preamplifier, filtered to remove any extraneous noise, 

and further processed by suitable electronics (as shown in Fig. 4). AE tests can non-destructively 

predict early failure of structures. Further, a whole structure can be monitored from a few locations 

with additional sensors and while the structure is in operation. 

 

 
 

Fig. 4: A typical AE system for detection of cracks. 

 

3.4 Experimentation 

 

3.4.1 Initial testing plan 

Most bolts are subjected to fluctuating loads when in service, leading to the well-known fatigue 

phenomenon which is responsible for most of the premature failure in bolts. Bolted joints are 

widely used for assembly of engineering structures thanks to their ease of assembly and 

disassembly and their low cost. Fatigue failures of bolted joints are often costly and occasionally 

fatal. This motivates the characterization of the fatigue strength of bolts. The testing of the axial 

fatigue strength of bolt and nut assemblies is the subject of international standardization, for 

example [13].  

Fatigue failures occur primarily in the bolt, and the stresses in the nut are generally much lower. 

The fatigue strength of the bolt is expressed in terms of the engineering stress amplitude, e.g., force 

amplitude over cross sectional area, thus ignoring the stress concentrations in the thread root and 

in the transition from bolt shank to bolt head. 

The initial testing setup will be axial fatigue testing which will be conducted on the chosen bolt 

grade and size following the ISO 3800 standard [13]. The aim of this axial fatigue testing to test 

the effect of load on the fatigue life of bolts by producing an S-N curve for different levels of load.  

The key feature will be to test several bolt grades to see which one will be most suitable for final 

testing bolt grades like AISI 4340 and property class 10.9 are the two options based on ISO 898 – 

1 standard [13]. Along with axial fatigue testing, sensors will be located at appropriate parts of 

equipment to capture the AE signals which will then be co-related to the SN curve obtained.   

 

3.4.2 Bolt material 

Mechanical qualities like as strength and toughness, corrosion resistance, and resistance to stress 

corrosion cracking, also known as HE or sustained load cracking, are all important considerations 

when choosing bolt materials. Several materials have been considered for use in subsea fasteners, 

including steels, stainless steels, nickel alloys, cobalt-nickel alloys, beryllium-copper alloys, and 

titanium alloys. There is evidence that high-strength steels are susceptible to stress corrosion 

cracking and HE’s [14].  
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As the yield strength increases, the susceptibility to cracking increases. The yield strength of steels 

below 827 Mega Pascals (MPa) is generally resistant to EAC. However, as strength increases, the 

resistance decreases. There is a possibility to find the right balance to have higher yield strength 

and still have the resistance to hydrogen-induced cracking. It has been found that materials become 

less useful in these environments if their pressure goes above 1035 MPa; similar conclusions were 

made by Chung and Gangloff [16, 17]. From this work, selecting materials for purposes requiring 

high strength becomes significantly more challenging once the strength exceeds 1035 MPa. 

Steel with lesser toughness and ductility is intrinsically more brittle and vulnerable to HE than 

steel with higher toughness and ductility. When the required hardness is more than 39 HRC, the 

susceptibility of steel fasteners increases dramatically (380 HV). Steel fasteners having a specified 

hardness of less than 39 HRC (380 HV) are usually resistant to hydrogen embrittlement failure.  

When it comes to preventing internal hydrogen embrittlement (IHE), some standards define 

critical hardness limits as low as 31 to 35 HRC. Based on the theory presented and the work carried 

out previously property class 10.9 Steel grade will be the material type for bolts as this is a high 

strength steel with yield strength and Hardness lying in the suggested range which is safe to 

consider [13]. 

 

3.4.3   Test specimens 

The bolts to be tested will be M20×400 class 10.9 bolts. The bolts and nuts were all from the same 

series made by a single manufacturer. The mechanical properties of the bolt material are given in 

Table 1 below [13]. 

 

Table 1: Mechanical and Physical properties of Property Class 10.9 Bolts [13].  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The M20 bolt is a very big specimen to test and for initial testing, it will be aimed to conduct a 

catastrophic failure. As a result of this the time of failure would be too long. Thus, to make the 

initial testing more simplified, a notch will be introduced into the M20 bolt, which will reduce the 

size of the bolt to an M12. The notching on the bolt will create an area of stress concentration 

which will in turn reduce loads and time required to fail the bolts. Fig. 5 below shows the 

measurements of bolt to be tested and the position of notch on the bolt.  

 

PARAMETER VALUE 

Tensile strength, Rm, MPa 1000 - 1040 

Stress at 0,2 % non-proportional elongation, Rp0,2, MPa 900 - 940 

Stress under proof load, Sp
f, MPa 830 

Proof strength ratio, Sp,nom/Rp0,2 min 0.88 

Rockwell hardness, HRC 32 - 39 

Minimum ultimate tensile loads — ISO metric coarse pitch thread 87700 

Proof loads — ISO metric coarse pitch thread 70000 
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Fig. 5: Bolt Size and Measurements for testing. 

 

It also shows that a flat surface will be created on the surface of bolt which is represented by 

section A in Fig. 5. This surface is created to allow space for mounting of the AE sensors on the 

bolt during testing. Care has been taken in sizing and location of this surface so that it does not 

create another stress concentrated area. 

 

3.4.4 Test apparatus 

The testing equipment will be able to keep the loads within 2% of the required values during the 

test and will have a device to track and record the total number of cycles each test. To achieve this 

precision, the testing machine will be calibrated on a regular basis. The testing machine's frequency 

range should be between 1 to 3 Hz. The machine must cause a sinusoidal load variation in the test 

item. 

Fig. 6 below shows a design of the rig that will be used to test the bolts. To carry out the fatigue 

testing on the bolts, a rig has been designed which can hold the bolt in place and allow for the 

design stress amplitude to be applied on the bolt. The rig is designed to fit an M20 bolt in place 

and will also be used for the testing of notched bolts which will be notched down to size of M12. 

This means that M12 and M20 bolts will both be tested using the same rig. 

 

  
 

Fig. 6: Schematic of the Rig Design for Fatigue testing of M20 bolts. 
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3.4.5 Test procedure 

For various values of mean stress in the range 0 < σmax < Sy, where Sy is the material's yield 

strength, an S-N curves will be formed. The ISO 3800 standard shall be followed to obtain the S-

N curve [18]. Fatigue tests must be performed on at least four stress levels to estimate the finite 

life range. The stress levels should be set so that the number of stress cycles achieved is between 

104 and 5 x 105. The stress loads at which the test will be run are calculated by estimating the stress 

concentration factor from Peterson’s stress concentration chart shown in Fig. 7 [19]. According to 

this the equation for stress concentration factor is as follow: 

 

                                                                 𝐾𝑡  =  
𝜎𝑚𝑎𝑥  𝜋 𝑑2

4 𝑃
                                                              (1) 

 

Where 𝜎𝑚𝑎𝑥 is maximum stress, Kt is stress concentration factor, P is maximum load and d is the 

diameter of the specimen after notch. The chart for grooved round bar in tension has been taken 

as it is most applicable to a bolt. The chart is shown in the figure below with various values of Kt 

against the ratio r/d and there are separate curves for each value of D/d. For this system since the 

original diameter of bolt is 20 mm so D = 20 mm and this diameter will be reduced to 12 mm so d 

= 12 mm. As a result, the ratio D/d will be equal to 1.67. Taking an estimate value of r to be 3 mm, 

the ratio r/d will be equal to 0.25. Looking at the graph, for r/d = 0.25 and D/d = 1.5 as an estimate, 

the Kt value will be 1.8 approximately. 

Now using the initial value of 𝜎𝑚𝑎𝑥 to be equal to the yield strength of the material which is 

𝜎𝑚𝑎𝑥  =  1114 𝑁/𝑚𝑚2and putting all values in equation (1), we get the maximum load to be 

calculated as follow 

 

                                                               𝑃 =  
1114 × 𝜋 × 122

4 × 1.8
                                                             (2)                                           

 

                                                               𝑃 =  69994.68 𝑁                                                              (3) 

 

 
 

Fig. 7: Stress concentration factors for a grooved round bar in tension [19]. 
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Therefore, the first test will be performed at stress amplitude of 1114 N/mm2 and a stress load of 

69994.68 N. Similarly, the next tests will be conducted by lowering the stress amplitude by 5% 

each time and calculating the corresponding stress loads for each stress amplitude in the similar 

manner. Table below shows the summary of the stress amplitudes and corresponding stress loads 

to use for the testing which were calculated in similar manner. 

 

Table 2: Design stress amplitudes and design loads for the testing of M20 bolts. 
 

 

 

 

 

 

 

 

 

 

 

 
 

4. Conclusions 

 

The AE technique can be used to identify hydrogen induced cracking within the steel fasteners by 

subjecting the fasteners to axial fatigue testing and recording the AE signals emitted during the 

test. The main task for this project will be to conduct the initial testing proposed and to co-relate 

the obtained fatigue data with the AE data after testing. The next step in the project will be to 

introduce hydrogen blistering within the steel fasteners and to subject the fastener to load testing 

to distinguish the difference caused in the durability of the fasteners after introduction of hydrogen. 
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ABSTRACT 

 

Hydrogen induced cracking (HIC) is a common form of failure in steel exposed to hydrogen rich 

environments, which always occurs inside material making their detection difficult. Acoustic 

Emission (AE) is a promising Nondestructive Evaluation technique for crack detection. However, 

it is challenging to distinguish the signals generated from HIC, corrosions and bubbles. In this 

study, these mixed AE signals were obtained by electrochemical hydrogen charging on A516 

carbon steel with the solution of 0.5 mol/L H2SO4 and 0.5 g/L NaAsO2. Microstructures of the 

sample’s cross-section were observed to verify the existence of HIC. moreover, separate signals 

of bubbles and corrosions were acquired from just exposures to 0.5 mol/L H2SO4. After analyzing, 

key parameters from the AE signals, i.e. the peak frequency, the spectrum gravity, the duration 

and energy, were identified to differentiate the source mechanisms. Results show that the peak 

frequency and the spectrum gravity of corrosion signals are higher than those of HIC and bubbles, 

while the duration and energy of HIC signals are higher than those of the other two kinds of 

signals. To reduce manual operations, the unsupervised learning algorithms, Principal 

Components Analysis (PCA) and K-means, were used for clustering, for further understanding of 

these clusters and their evolution with time. 

 

Keywords: Acoustic Emission, hydrogen induced crack, hydrogen blisters, unsupervised learning, 

clusters. 

 

 

1. Introduction 

   

Hydrogen embrittlement (HE) is a common phenomenon of steels exposed to hydrogen rich 

environment. Hydrogen induced crack (HIC) is one form of HE that can occur inside the material 

without external forces while Hydrogen Blisters (HB) is a special case in which the location of 

HIC is close to the surface of the material and part of the material is lifted up to form the blisters. 

HIC is a cumulative process but fracture of structure due to HIC happens suddenly and may lead 

to serious consequences. During the refining and transportation of petroleum, the sour conditions 

with Hydrogen sulfide (H2S) are highly corrosive to steel and HIC is the most common failure 

form [1]. Industries such as mining and paper processing are also plagued by HIC [2]. Therefore, 

it is crucial to monitor HIC propagation and evaluate the remaining life of structure to avoid sudden 

failures. To detect internal cracks without affecting normal operations of the structure, Non-
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destructive Testing (NDT) is preferred. There are various restrictions when using conventional 

NDT methods. For example, Ultrasonic testing (UT) has certain requirements on geometry such 

as shape and thickness; Radiographic Testing (RT) is involves high cost for detection and 

protection; Magnetic particle Testing (MT) has stringent requirements on the surface smoothness 

of the tested parts, with small detection range and slow detection speed. Acoustic emission (AE) 

is an advanced dynamic NDT method which overcomes many limitations of others. The stress 

wave generated by the rapid release of strain energy when the defect is active can be captured by 

AE sensors in real time. The activity and severity of the defect can be determined then by analyzing 

the electrical signal. AE technology has no requirements on the physical state of material surface 

and shape complexity, and the source location in complex structure can be predicted with a sensors 

array.  

AE sensors are highly sensitive to detect defect activities, but at the same time, the chances of 

collecting background noise also increase. For instance, for pipeline steels in contact with 

hydrogen sulfide, three kinds of AE signals are generated, these are from hydrogen charging 

bubbles, the generation and detachment of Ferrous sulfide (FeS) films and HIC growths. 

Therefore, it is a challenge to extract the HIC signals from other sources accurately. 

In order to simulate the working environment and state of pipeline steel in practice, most studies 

were based on NACE TM0284 [3], which are the standard tests to evaluate the resistance of steels 

to HIC. For the purpose of finding HIC signals from mixed ones, Smanio et al. [4-6] first collected 

signals from the hydrogen charging and FeS film processes by means of cathodic protection and 

anodic protection, respectively. They concluded two decisive parameters, the energy and duration, 

to distinguish the signals, and based on that to manual extract HIC signals from three mixed 

signals. For X65 and the buffered solution 50 mg/L Sodium chloride (NaCl) and 4 mg/L Sodium 

acetate (CH3COONa) in distilled water under 1 bar H2S, they found that the biggest difference 

between HIC and other signals is that the duration of HIC signals which is longer than 1500 us. 

Many other studies on extracting HIC signals are based on Smanio’s work because of their detailed 

experimental procedures. However, some investigations have obtained different results. Attar et 

al. [7] also detected three different groups of signals and concluded that the duration of HIC signals 

is longer than 1000 us.  

In the study of Li et al. [8-9] on 20R steel exposed to H2S saturated aqueous solution, results 

showed that a vital parameter was the amplitude which is 72 to 75 dB attributed to HIC 

propagation, while Smanio’s results [4-6] indicated that the amplitude of HIC signals is lower than 

60 dB. The differences may be caused by the setup of experiment, such as the size of specimen, 

type of material, position of sensors, amplitude threshold, etc. Therefore, signals from bubbles and 

corrosion accompanying the HIC growth be obtained separately in advance under the same 

experimental setup is the premise to ensure that the separated HIC signals are correct. This study 

simulates the procedures of Smanio’s work, the noise signals (from bubbles and corrosions) are 

obtained separately using the same setup except for the electrolyte and the HIC signals are then 

manually extracted. Nevertheless, re-collection and analysis of noise signals are required if any 

parameter will change, which is time-consuming. Consequently, a universal method is necessary 

to cluster different kinds of signals directly from the mixed results which is suitable to most 

experiments with various parameters.  

For this study, the unsupervised learning method, Principal Components Analysis (PCA) has been 

combined with K-means clustering [10]. Unsupervised learning is a type of machine learning 

algorithm that classifies data based on commonalities present in the features of the data. For an 

AE signal, there are many parameters to characterize it, such as amplitude, rise time, duration, 

energy, counts, frequency spectrum, etc. Each parameter reflects some information of a signal to 

various degrees. However, these variables are not independent of each other. For example, signals 

with high amplitudes typically have higher durations and counts. Considering too many variables 

will increase the complexity of analysis due to the interaction or overlap information among them. 

Therefore, as few principal features as possible should be extracted to characterize as much 

information as possible of the signal. PCA is an important dimensionality reduction method that 
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uses orthogonal transformation to transform a series of possibly linearly related variables into a 

set of linearly uncorrelated new variables. According to the new data obtained from PCA, the 

simplest unsupervised learning algorithm, K-means, was then applied for clustering the signals. 

In this study, the electrochemical hydrogen charging method has been used for generation of HIC 

in steels instead of those specified by NACE TM0284 to avoid using toxic H2S and to simplify the 

setup as well as accelerate tests, since obtaining HIC by standard methods typically requires 4 - 14 

days [3]. Generally, diluted solution of Sulfuric acid (H2SO4) or Sodium hydroxide (NaOH) can 

be used as the electrolyte. For H2SO4, the cathodic reaction is: 

 

                                                      2𝐻+ + 2𝑒− = 𝐻2 → 𝐻2 ↑/2𝐻                                                (1) 

 

And for NaOH, the cathodic reaction is: 

 

                                             2𝐻2𝑂 + 2𝑒− = 2𝑂𝐻− + 𝐻2 → 𝐻2 ↑/2𝐻                                        (2) 

 

In both reactions, part of the hydrogen generated at the cathode will escape as H2 gas and part will 

enter the specimen in the atomic form. Dunne et al. [11] successfully obtained hydrogen blisters 

on X70 by hydrogen charge for 2 h at 50 mA/cm2 using 0.5N H2SO4 and 250 mg/L Sodium arsenite 

(NaAsO2). Du et al. [12] completed the hydrogen charging of A537 steel plates using Devanathan's 

double-electrolytic cell with the electrolyte as 0.2 mol/L NaOH and 0.25 g/L As2O3 and calculated 

the effective hydrogen diffusivity. Park et al. [13] evaluated the effects of alloying elements (C, 

Mo) on hydrogen diffution behaviours using the electrochemical permeation experiments, using 

NACE + 0.05 M Na2S + 0.3 wt.% NH4SCN with constant cathodic current density of 1 mA/cm2. 

These studies show that the electrochemical hydrogen charging can be used as an effective method 

for rapid assessment of susceptibility to HIC of steels. 

The present paper work aims at obtaining and extracting the signals related to HIC/HB under 

laboratory conditions by electrochemical hydrogen charging method. Sulfuric acid is chosen as 

main electrolyte in this study to simulate the sour environment where H2S exists as much as 

possible. A major challenge is to distinguish different AE sources accurately. Based on the manual 

clustering approach proposed by Smanio et al, a series of tests are designed to manually cluster 

AE signals step by step. In addition, a combined unsupervised learning method, PCA+K-means, 

is applied to directly cluster all the AE signals which can eliminate human intervention and 

possibility to become a potential universal classification method. 

 

 

2. Experiments 
  

2.1 Materials 

HIC-sensitive steels should be considered to ensure that HIC can be obtained. In the light of Kane’s 

[14] report, it is indicated that HIC susceptibility is high for a carbon steel with high Sulphur 

content (>0.002 %) in the as-rolled condition because MnS inclusions are the main site of HIC. In 

addition, Dunne et al. [11] investigated the effect of microstructure on HIC with X70 carbon steel 

and found that the banded ferrite-pearlite is the most suitable microstructure for HIC to produce. 

Therefore, rolled ASTM A516 Grade 65 carbon steel plate was purchased with high content of S 

and Mn from Brown Mcfarlane Ltd. for this study. The chemical compositions (%) of A516 are 

displayed in Table 1. The specification of specimen is 200 x 50 x 5 mm and the microstructure is 

also observed under the optical microstructure which is shown as Fig. 1. 

 

Table 1: Chemical Compositions (%) of A516 carbon steel. 

 

COMPOSITION C Mn Si P S Cr Ni Mo Cu Al Ti Nb 

CONTENT (%) 0.137 1.073 0.169 0.011 0.005 0.015 0.008 0.002 0.016 0.033 0.001 0.014 
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Fig. 1: The banded ferrite-pearlite microstructure of A516 carbon steel. 

 

2.2 Hydrogen charging method   

For this study, The specimen and platinum are used as cathode and anode respectively. The 

electrolyte 0.5 mol/L H2SO4 and 0.5 g/L NaAsO2 dissolved in deionized water was used. The 

acidic solution was used to provide more 𝐻+ while NaAsO2 was used to inhibit the recombination 

of hydrogen atoms which plays a crucial role to promote more hydrogen atoms to enter into the 

sample. The A516 steel plate was polished to 2500 grit and then cleaned with alcohol. After adding 

current, H2 bubbles are generated on specimen’s surface, since the signals of bubble activity will 

also be acquired by sensors, the area where exposed to the electrolyte was reduced to a 1 cm2 

square area by covering it with Belzona 4311 coating to reduce such background noise. Similarly, 

the current density was chosen as 5 mA/cm2 for the purpose of reducing the generation of bubbles. 

The electrolyte is held in a glass conical funnel-like container which is sealed to the specimen with 

silicone. The setup is shown in Fig. 2. 

 

 
 

Fig. 2: Setup of electrochemical hydrogen charging test. 

 

2.3 Acoustic emission 

AE signals were collected using four nano-30 piezoelectric sensors (Mistras system) which is 

linked to a Vallen 4 AE-channels AMSY-6 System by AEP4 Pre-amplifiers (Vallen System 

GmbH). As shown in Fig. 2, working are is in the specimen center and sensors are placed near the 

four corners, this was to enable source localisation, however is not presented in this work. A 

schematic layout of the sensors is shown in Fig. 3. The tests were carried out on the ventilated 

bench in the lab at TWI Ltd. Bubble wrap (as shown in Fig. 2) was used to decouple the specimen 

Ferrit

e 

Banded 

Pearlite 
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from the bench surface during the test to reduce external vibration noise. No signal was detected 

prior to the start of  hydrogen charging. The threshold was set of 40 dB suggested by Smanio [5] 

to filter out most background noise. In addition, the Duration Discrimination Time, the Rearm 

Time and the Sample Rate were set as 400 us, 1000 us and 2.5 MHz, respectively. 

 

 
 

Fig. 3: The schematic layout of the sensors. 

 

Although the cathodic protection method will make the steel not corroded so quickly in an acidic 

solution, a small current of 5 mA/cm2 cannot completely eliminate the corrosion effect of sulfuric 

acid, and the concentration of H2SO4 in the solution will gradually increase with the progress of 

the experiment. Besides, crevice corrosion may occur at the boundary due to the presence of 

coating. Therefore, similar to the experiments using H2S to generate HIC, there are still three AE 

sources during the electrochemical tests which are from H2 bubbles, corrosions and HIC [13]. In 

order to better distinguish these 3 kinds of signals, three different tests were designed whose 

information are summarized in Table 2. For Test 1, the surface of specimen contacted 0.5mol/L 

H2SO4 without current which caused the reaction below: 

 

𝐹𝑒 + 𝐻2𝑆𝑂4 = 𝐹𝑒𝑆𝑂4 + 𝐻2 ↑ 
 

Therefore, two AE sources appeared in Test 1: H2 bubbles and corrosion. For Test 2, there are also 

two sources of AE signals during this process: bubbles and corrosion. However, the signal of the 

bubbles is dominant while the corrosion reaction is supressed, which is due to the current density 

of 5mA/cm2.  

 

Table 2: The information of three tests. 

 

 ELECTROLYTE  CURRENT DURATION AE SOURCES 

Test 1 0.5 mol/L H2SO4 × 1 h 
Bubbles + 

Corrosion 

Test 2 0.5 mol/L H2SO4 5 mA/cm2 1 h 

Bubbles +  

Corrosion 

(suppressed) 

Test 3 
0.5 mol/L H2SO4 

+0.5 g/L NaAsO2 
5 mA/cm2 20 h 

Corrosion + 

Bubbles + HIC 

 

 

3.     Results and discussion 

 

3.1 Analysis of Test 1 and Test 2 

Under these two conditions, the morphology of surface and cross-section were observed after test. 

No evidence of HIC/HB was observed, thus AE signals associated with the activities of H2 bubbles 

and corrosions in Tests 1 and 2. The only difference is that the corrosion reaction in Test 2 was 

suppressed due to the specimen acting as the cathode of the electrolytic cell. From the results of 

311



 

Test 1 and Test 2, it can be found that there are mainly two obvious kinds of frequency spectrums 

obtained with Fast Fourier Transform (FFT) which is shown in Fig. 4 with two typical cases of 

each. The first one is shown as Fig. 4(a), the main frequency is lower than 200 kHz with the peak 

frequency of around 50 kHz or 120-180 kHz. Fig. 4(b) indicates another kind of completely 

different frequency spectrum where frequency components above 300 kHz occupy a significant 

portion with wide range of frequency. According to the work of Shen et al. [8] and Smanio et al. 

[6], AE signals related to H2 evolution were also detected by electrochemical method whose results 

exhibited the characteristics of signals with low energy, low duration and peak frequency or 

average frequency of 0-250 kHz. Therefore, signals with the spectrum shown in Fig. 4(a) can be 

considered to come from the H2 evolution while those in Fig. 4(b) are from corrosion process. 

Based on this conclusion, the Energy-Duration graph of Test 1 and Test 2 are presented in Fig. 5 

(a) and (b) respectively. Corrosion on the surface of specimen in Test 2 was suppressed due to the 

application of cathodic protection, theoretically, the corrosion signals in Test 2 will be less than 

that in Test 1. Fig. 5 indicates the same result as theory, verifying the correctness of distinguishing 

these two kinds of signals by frequency spectrum. The characteristics of AE signals related to H2 

activities and corrosion can be summarised as follows: 

Signals from H2 activities: 

 50 kHz < Peak Frequency & Frequency Gravity < 200 kHz 

 Energy < 1000 eu, 

 Duration < 1000 us. 

Signals from corrosion:  

 Peak Frequency > 300 kHz or 

 Frequency Gravity > 200 kHz with wide spectrum. 

 

 
 

Fig. 4: Plots of the two kinds of frequency spectrum of signals from Test 1 (a) and Test 2 (b). 

 

     
 

Fig. 5: Representation of the signals generated from Test 1 (a) and Test 2 (b) in Energy-Duration 

graph. 
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3.2 Analysis of Test 3 

 

3.2.1 Hydrogen-induced blisters and cracks 

After 20 hours of Test 3, the specimen was removed and the surface morphology was observed 

with camera as shown in Fig. 6(a). It can be seen that there are many distinct hydrogen blisters on 

the surface of work area. Fig. 6(b) shows the results of optical microscope (OM) on cross-section 

under the hydrogen blisters which demonstrates that a surface-lifting blister phenomenon consists 

of many small cracks underneath. 

 

 
 

Fig. 6: Photo of surface morphology of HB (a) and OM observation on the cross-sections (b). 

 

3.2.2 AE results 

In Test 3, HIC and Hydrogen blisters were clearly observed after several hours with the catalysis 

of NaAsO2. Signals from three different sources, H2 activities, supressed corrosion and HIC, are 

expected to be mixed in the collected results. Compared with the signals of Tests 1 and 2, a new 

model of signals appeared with low frequency but high energy and high duration. Considering that 

this kind of signal are only detected in Test 3, the nature of those signals associated with 

HIC/Hydrogen blisters. Fig. 7 shows two typical cases of frequency spectrum of this model. The 

peak frequency of these signals generally locates between 100-200 kHz with some minor 

components between 50-100 kHz or 200-300 kHz. This conclusion is consistent with the results 

of Dmitry’s study [15]. 

Therefore, these signals in Test 3 can be divided into 3 clusters by procedure according to the 

chracteristics of signals as follows: peak frequency/frequency spectrum gravity of signals from 

corrosion >250 kHz, the low frequency signal with duration less than 1000 us comes from 

hydrogen activity, thus the remaining signals are related to HIC/HB. Fig. 8 (a) demonstrates the 

representation of 3 clusters of signals in Test 3 about the Energy-Duration graph and the cumulate 

energy of these signals with time (b). It can be seen that HIC-related initial signals are generated 

within two hours and a large amount of HIC activity is generated in about seven hours under the 

electrochemical hydrogen charging conditions. Compared with the standard method of introducing 

H2S [3], the time cost of judging whether the material is sensitive to HIC is greatly reduced.   

 

 
 

Fig. 7: Frequency spectrum of signals related to HIC/Hydrogen blisters. 
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Fig. 8: Representation of manual clusters of signals in Test 3 about the Energy-Duration graph 

(a) and the cumulate energy of these signals with time (b). 

 

3.2.3 Clustering by Unsupervised Learning 

According to the above discussion, the first step of manual classification is to divide with hard 

cutoff as peak frequency/gravity of frequency spectrum of 250 kHz and duration of 1000 us. 

However, for the critical signals of these three clusters, it is necessary to differentiate them again 

to improve the classification accuracy which is time-consuming and relies heavily on operator's 

knowledge and expertise. In order to reduce the manual intervention, unsupervised learning 

method was introduced for clustering. In this study, seven features were chosen as the initial 

components for PCA - amplitude, rise time, duration, energy, counts, peak frequency and gravity 

of frequency spectrum. The contribution rate of each component from high to low is shown in 

Table 3. From the component with the highest contribution rate, several principal components with 

a cumulative contribution rate greater than 90 % (most often chosen) [16-17] were finally selected 

for classification: spectrum gravity, peak frequency, energy, and count. According to the new data 

obtained from PCA, the simplest unsupervised learning algorithm, K-means, was applied for 

clustering the signals. Fig. 9 demonstrates the classification results in the form of Energy-Duration 

graph as well as the cumulate energy with. In Fig. 9(b), the cumulate energy of three clusters with 

time is almost identical to that of manual clustering results, which proves the validity of 

investigating the HIC growth process through the unsupervised learning clustering method. 

Moreover, Fig. 9(a) indicates that the signals of three clusters cross each other at the junction 

where duration is 1000 us, which provides more precise cluster results and thus better determinates 

the initial signal of HIC. Therefore, it is no longer necessary to separately obtain signals from 

bubbles and corrosion and to summarise their characteristics. To cluster signals directly through 

unsupervised learning methods is reliable, which simplifies the process of extracting HIC signals 

and reduces the time cost of experiments and data processing to verify the HIC susceptibility of 

steel. 

 

Table 3: The contribution rate of each component for PCA. 

 

COMPONENTS 
SPECTRUM 

GRAVITY 

PEAK 

FREQUENCY 
ENERGY COUNTS DURATION 

RISE 

TIME 
AMPLITUDE 

CONTRIBUTION 

RATE (%) 
40.9160 26.4138 16.3414 9.5521 3.2516 1.9511 1.5740 
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Fig. 9: Representation of 3 clusters of signals in Test 3 about the Energy-Duration graph (a) and 

the cumulate energy of these signals with time (b) by PCA + K-means method. 

 

 

4.    Conclusions 

 

Electrochemical hydrogen charging method was carried out in this study to obtain HIC/HB which 

was monitored with AE. With the condition of H2SO4/NaAsO2 mixed electrolyte and current of 5 

mA/cm2, a large amount of HIC behavior will be generated in the A516 plate after about 7 hours. 

Compared with the standard test with H2S, electrochemical hydrogen charging method seems more 

suitable to generate HIC/HB under the laboratory conditions due to the short test duration and 

lower toxicity. A series of tests and features of AE signals were used to distinguish different AE 

sources. It is found from the manual cluster procedure that AE signals associated with corrosions 

have higher peak frequency/frequency gravity (>250 kHz) while signals from H2 activities have 

low duration (<1000 us), low energy and low frequency. The characteristics of signals related to 

HIC/HB are high duration, high energy and low frequency. The artificially selected hard cutoffs 

do not take much consideration into the classification of critical signals. Moreover, the selected 

cutoff value, e.g. frequency gravity of 250 kHz, duration of 1000 us, only guarantees the 

correctness of the cluster results with the same experimental parameters as this study. The 

combined unsupervised learning method used in this work, PCA + K-means, completely eliminate 

human intervention and got comparable result which demonstrated that it is a potential tool to 

cluster signals from tests with different parameters as an universal method. 

In the future, more tests with different parameters, such as material, thickness of specimen, applied 

current, etc., will be carried out to verify the universal applicability of the combined unsupervised 

learning method. If it is successfully verified, the pre-experiments to obtain the noise signals are 

no longer required before the formal experiment and the fixed classification boundary will be 

removed, which simplifies the process of experiment and data processing. 
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ABSTRACT 

 

To assess the structural capacity of reinforced concrete structures, identifying the internal cracks 

is important. Acoustic emission (AE) is promising to estimate the location of internal cracks. 

However, the localization is influenced by many factors like arrival time picking error, presence 

of crack, etc., resulting in localization error. The error cannot be entirely removed. Considering 

the inevitable localization error, a probabilistic method was recently developed by the authors. 

The method estimates the probability of the location of AE events, creating a probability density 

field of AE events (pdAE field). This method can possibly improve the identification of internal 

damages. This paper evaluates the performance the pdAE field in identifying internal damages in 

a reinforced concrete slab. The slab was loaded to failure by a point load. Compared to the 

conventional localization results, the pdAE field showed a clearer internal crack pattern. 

Moreover, calculation of the pdAE field was time efficient, thus was suitable for real-time 

monitoring. With these benefits, the pdAE field indicated the failure of the slab before it occurred.  

 

Keywords: Acoustic emission source localization, probability density field, damage identification, 

internal damages, reinforced concrete structures.  

 

 

1. Introduction 

   

To assess the structural capacity of reinforced concrete structures, identification of the location 

and magnitude of the internal cracks is important. Most techniques only measure the cracks on the 

structural surfaces, losing the information of the internal damages. A promising technique to detect 

the internal damages is acoustic emission (AE). Concrete changes like cracking will release energy 

and generate elastic waves, which propagate to the structural surface and are detected by the AE 

sensors. By analysing the received signals, AE can estimate the source location (which is source 

localization) [1], classify the source type (which is source classification) [2] and estimate the 

structural damage level [3]. Among all its capabilities, the scope of this paper is within source 

localization. 

The conventional source localization methods strive to accurately locate AE sources. However, 

the localization accuracy is influenced by many factors, such as arrival time picking error, 
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uncertainty of concrete material properties, sensor locations, etc. These uncertainties cannot be 

entirely removed from the localization process.  

A simplified probabilistic method was developed by the authors in a previous paper [4]. Instead 

of aiming to accurately locate the source, the probabilistic method quantifies the uncertainties in 

the localization process and estimates the probability of source location. For a given AE event 

obtained by a localization process, the method calculates the probability of the location of the 

event in the 1D, 2D or 3D space, which is called probability density field of the AE event (pdAE 

field). The probability density field of multiple AE events is obtained by adding up the field of 

each event. The pdAE field method can possibly improve the identification of the internal 

damages. 

This paper aims to evaluate the performance of the pdAE field method in identifying the internal 

damages in reinforced concrete slabs. A reinforced concrete slab was loaded to failure by a point 

load. During load testing, we calculated the pdAE field of AE events in 3D. Compared to the 

estimated source locations from a traditional localization process, pdAE field shows a clearer 

internal crack distribution. Moreover, the calculation of pdAE field is time efficient, thus suitable 

for real-time monitoring. With clearer and real-time identification of internal cracks, the pdAE 

field is able to indicate the structural failure before it occurs. 

 

 

2. Probability density field of acoustic emission events 

 

The concept of the pdAE field method is to calculate the probability of the location of AE events 

based on the estimated source location which contains localization error. Two important inputs are 

the estimated source locations and the error properties. 

The source location is estimated by deterministic localization methods such as grid search method 

[5] or more advanced method concerning a variable velocity distribution [6]. In principle, one can 

use any method but the corresponding error properties may differ. To evaluate the error properties, 

one can refer to a previous paper by the authors which provided a method based on simulations 

and validated by experiments [7]. 

The source localization error is defined as the relative location of the estimated source location to 

the actual location: 
 

𝚫 = 𝐱𝐬 − 𝐱𝐠 (1) 

 

where, xs is the actual source location and xg is the estimated source location.  

The magnitude of source localization error ‖𝚫‖ is the Euclidian distance between the actual and 

estimated source locations: 

 

‖𝚫‖ = √∑𝛥𝑖
2

𝑘

𝑖=1

, 𝑘 ∈ {1,2,3} (2) 

 

where, k is the dimension of the measuring zone which could be 1D, 2D or 3D and Δi is the error 

component in the ith direction.  

The error component Δi is assumed following a normal distribution, with zero mean and standard 

deviation σ, which is the same for all directions. Then the probabilistic density function of the 

source localization error Δ=(Δ1,···,Δk)
T is: 

 

𝑓(𝚫) =
1

(√2𝜋)
𝑘

1

𝜎𝑘
𝑒−‖𝚫‖

2 2𝜎2⁄ , 𝑘 ∈ {1,2,3} (3) 
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For 1D source localization, the scalar-valued error Δ=Δ1 follows a normal distribution with mean 

zero and standard deviation σ. For 2D and 3D source localization, the error Δ follows a multivariate 

normal distribution with uncorrelated error components Δi, with mean zero and the same standard 

deviation σ. 

With the estimated source location as the origin, we are able to calculate the probability density at 

any point x as: 
  

𝑓(𝐱, 𝐱g) =
1

(√2𝜋)
𝑘

1

𝜎𝑘
𝑒−‖𝐱−𝐱g‖

2
2𝜎2⁄ , 𝑘 ∈ {1,2,3} (4) 

 

where, xg is the estimated source location, x is a random point in the space of k dimensions. The 

probability density f(x,xg) evaluates the likelihood that an AE event which is estimated at point xg 

(from deterministic localization method) but is actually located at point x. The probability density 

at points in the whole space create the probability density field of the AE event (pdAE field). The 

integration of probability densities over the whole space equals 1. Fig. 1a shows the pdAE field of 

an AE event that is estimated at location S, when k=2 and σ=39 mm (the value of σ is taken from 

a previous simulated case [4]). The likelihood of the AE event located at p1 is larger than that at 

p2. 

Regarding the source localization error magnitude ‖𝚫‖, since we assume that the error component 

follows a normal distribution, by definition, the error magnitude can be described by a chi 

distribution [8]: 
  

𝑔(‖𝚫‖, 𝑘) =
‖𝚫‖𝑘−1𝑒−‖𝚫‖

2 (2𝜎2)⁄

2𝑘 2⁄ −1Γ(𝑘 2⁄ )

1

𝜎𝑘
, 𝑘 ∈ {1,2,3} (5) 

 

For 1D source localization, k=1, the chi distribution is also known as half-normal distribution; for 

2D source localization, k=2 leads to a Rayleigh distribution; for 3D source localization, the chi 

distribution with k=3 is Maxwell-Boltzmann distribution. Fig. 1b shows the three distributions 

when σ=39 mm. A higher degree of freedom k gives a larger expected value of error magnitude. 
 

 
 

Fig. 1: Probability distribution of (a) the location of the source that is estimated at S (when k=2, 

σ=39 mm) and (b) the error magnitude (when k={1,2,3}, σ=39 mm). 

 

When more AE events occur during monitoring, the probability density field of each event is 

added, resulting in a probability density field of multiple AE events. For all AE events that occur 

in the measuring time and space range, the probability density at a random location x is calculated 

as: 
 

𝑝𝐀(𝐱) = ∑𝑓(𝐱, 𝐱g,𝑎)

𝑎∈𝐀

= ∑
1

(√2𝜋)
𝑘

1

𝜎𝑘
𝑒−‖𝐱−𝐱g,𝑎‖

2
2𝜎2⁄

𝑎∈𝐀

, 𝑘 ∈ {1,2,3} (6) 

 

where, A is a set of all AE events that occurred in the measuring time and space range, xg,a is the 

estimated location of event a, and other parameters are defined same as before. The integral of 

pA(x) over the whole space equals the number of AE events in the set A. 
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Fig. 2 illustrates the whole approach which uses the estimated source location and error properties 

to calculate the pdAE field which shows the probability of the locations of AE events. 
 

 

 

Fig. 2: Derivation of probability density field of AE events. 

 

 

3. Experiments 

 

3.1 Test setup 
The dimensions of the reinforced concrete slab specimens are 5000 mm × 2500 mm × 300 mm 

(Fig. 3). The concrete class is C35. The specimen is reinforced with ribbed bars. The reinforcement 

mesh is of 21Ø20 mm bars with a spacing of 125 mm in the longitudinal direction and 41Ø10 mm 

bars with a spacing of 125 mm in the transverse direction. The concrete cover is 25 mm.  
 

 

 

Fig. 3: A sketch of slab configuration including slab dimension, AE sensor layout and locations 

of supports and load. 

 

The slab was supported at one end by seven separate bearings forming a simple support, and at the 

other by a line support with a cantilever of 1.1 m. At the end of the cantilever, a downward force 

of 45 kN was applied by three prestressing bars (15 kN each), to simulate the clamping moment 

at a continuous support. Fig. 4a shows a photo of the test setup. 

The slab was loaded by a single point load, with shear span of 1800 mm. The load was applied 

through the hydraulic jack in a displacement-controlled manner. The loading speed was 0.04 mm/s. 

Fig. 4b shows the loading history. The loading protocol can be divided into two parts. The first 

part was carried out as a proof load test. The detailed considerations have been reported by Zarate 
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Garnica [9]. The second part included load cycles of higher load level. In the end, the slab was 

loaded to failure (at 1125 kN). For every load level, three or four load cycles were applied. When 

reading a higher load level, the load was increased in a step of around 50 kN to enable a good 

control of load execution. At every load step, the load was hold for a while to mark the crack 

patterns on the structural surface and take photos for digital image correlation (DIC). 

 

    
 

Fig. 4: (a) Photo of test setup including frame, supports and hydraulic jack, (b) loading history. 

 

3.2 AE monitoring 

AE sensors of type R6I from MISTRAS [10] were used. The central frequency is 60 kHz. The 

sensor was fixed to the specimen by a steel holder. Grease-like material from MOLYKOTE [11] 

was used as couplant between the sensor surface and structural surface. Sensors were installed 

both on the top and bottom surfaces. The sensor spacing in each direction was around 0.3 m, with 

minimum 0.25 m and maximum 0.425 m. Fig. 3 shows the sensor layout. 

After installation, pencil lead break tests were carried out next to the sensor to prove sufficient 

coupling effect. Pencil lead with grade 2H and diameter 0.3 mm was used. The coupling was 

verified when the peak amplitude of the received signal was higher than 90 dB.  

The data acquisition system is a 32-channel MISTRAS Express-8 system. The threshold for 

recording a signal was set to 45 dB. The arrival time of each signal was also automatically picked 

using a threshold of 45 dB. 

Before loading, a preliminary measurement on wave speed was carried out (the detailed setups can 

refer to the thesis [12]). One sensor emitted the signal and the others received. Based on the wave 

travel time and distance, we estimated the wave speed. The wave speed was around 3000 m/s on 

the top surface and around 4000 m/s on the bottom surface. A lower wave speed on the top surface 

could be due to a rougher surface or more air bubble near the top. In any case, the layer that was 

influenced was shallow compared to the whole slab height. Therefore, we did not consider the 

effect of variant wave speed and used the wave speed on the bottom surface (4000 m/s) for the 

whole slab. 

With the information of wave speed, sensor locations and arrival times of the signals, we estimated 

the source locations in 3D using grid search method. The grid point had a spacing of 10 mm in 

each direction. Source localization results outside the sensor enclosed zone were not accurate, thus 

were not considered. 

Based on the estimated source locations, we calculated the pdAE field. The error property standard 

deviation of error component σ was taken as 55 mm, considering the influence from arrival time 

picking error and presence of cracks between source and receiver. This value is from simulated 

tests that have similar setups as the experiments in this paper [4]. 
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3.3 Other measurements 
Except for AE monitoring, other sensors were applied during the load testing, including laser 

distance finder, linear variable differential transformer (LVDT) and digital image correlation 

(DIC). Among them, DIC measurement is used in this paper. Photos of the bottom surface and the 

south surface were taken when reaching every load step. Compared to the reference (the photo that 

was taken before loading), the displacement field of the photo at every load level was calculated. 

The displacement field was then converted into the principle strain distribution, which showed the 

crack patterns on the bottom and side surfaces. Detailed setups can be found in the measurement 

report [9].  

 

 

4. Results 

 

4.1 Crack patterns on the structural surface from DIC 

Fig. 5a shows the crack patterns right before failure (at 1100 kN) on the bottom and south surface 

obtained from DIC. The zone near loading plate was more damaged. Due to out-of-plane 

displacement, it is hard to estimate the crack width from DIC. The slab failed in punching at 1125 

kN with a large crack opened in the north part of the bottom surface (Fig. 5b). 

 

 

 

Fig. 5: Crack patterns on the bottom and the south surfaces (a) from DIC right before failure, (b) 

from observation after failure. 

 

4.2 Internal crack patterns from traditional localization method 

Fig. 6 shows the located AE events from the start of test to the structural failure (AE events during 

unloading are not included). Plot a shows the estimated locations in 3D, plot b and c respectively 

show the AE events in the upper and lower part of the slab in x-z plane. The estimated source 

locations are scattered and hard to determine the crack pattern. This is due to the larger source 

localization error, especially in our case when multiple cracks present between two sensors 

(referred to the crack patterns in Fig. 5a. 
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Fig. 6: Estimated source locations from grid search method until failure (0-1125 kN) excluding 

AE events during unloading: (a) in 3D volume, (b) in the upper part (z≥0.15 m) in x-y plane and 

(c) in the lower part (z<0.15 m) in x-y plane. 

 

4.3 Internal crack patterns from pdAE field method 

Based on the estimated source location, we calculated the phAE field in 3D. Fig. 7 shows the 

sectional results from the start of test to the failure (excluding AE events during unloading). 

Comparing the pdAE fields at the two horizontal sections at different heights (Fig. 7b and Fig. 7c), 

we find that the cracks tended to concentrate to the loading plate when approaching the top section 

(where was the compressive zone). Comparing the pdAE fields at the vertical sections (Fig. 7d-f), 

we find that the section closer to the loading plate was more damaged.  

To provide a 3D internal view, we plot the results in voxels (Fig. 7g). The voxel size is 20 mm × 

20 mm × 20 mm. The voxel is plotted in different colours according to the pdAE value. The voxel 

is plotted in red, where the pdAE is over the ½ of the max pdAE. The voxel is plotted in yellow, 

where the pdAE is in range (¼, ½) of the max pdAE. The voxel is not plotted, where the pdAE is 

below ¼ of the max pdAE. The max pdAE in the detection zone is found to be 71827 m-3. In 3D, 

the pdAE field shows a shape of punching cone under the loading plate. This meets our expectation 

for a punching failure. The pdAE field can more clearly detect the internal crack patterns compared 

to the estimated source locations using traditional method (Fig. 6). 
 

 
 

Fig. 7: The pdAE field of AE events until failure (0-1125 kN) excluding those during unloading: 

(a) locations of the selected cross sections, (b) sectional field at z=0.21 m, (c) sectional field at 

z=0.05 m, (d) sectional field at y=1.25 m, (e) sectional field at y=0.95 m, (f) sectional field at 

y=0.65 m and (g) voxel plot in 3D. 
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When new AE events occurred (excluding those during unloading), the pdAE fields from the new 

events were added up to the existing field. We updated the pdAE field every load step. Fig. 8 

exemplifies the pdAE fields until 400 kN, 750 kN, 950 kN and 1050 kN. At 400 kN (plot a), AE 

events most occurred under the loading plate where the bending moment was the largest. This 

indicates the flexural cracking. At 750 kN (plot b), the internal cracks already formed a shape of 

punching cone under the loading plate, which could be a foreseen of punching failure. With further 

loading (until 950 kN and 1050 kN), the number of AE events increased, indicating further opening 

of the internal cracks that ended up as a punching cone. The results show that the pdAE field is 

able to indicate the punching failure before it occurs.  
 

 
 

Fig. 8: The pdAE field in 3D voxels (a) until 400 kN, (b) until 750 kN, (c) until 950 kN and (d) 

until 1050 kN (all without AE events during unloading). 

 

Another favourable feature of pdAE field to indicate structural failure is that the pdAE field can 

be computed time-efficiently. In this test, it cost less than 0.12 s to update the pdAE field when 

one new AE event occurred. This time was much less than other probabilistic methods in literatures 

(which was around 50 s) [13,14]. Moreover, updating a set of AE events together used less time 

than one event by another. For example, updating a set of 347 events used around 9 s, resulting in 

an average of 0.03 s for one event. We used Matlab to calculate, and the computational time can 

be improved by using faster programming language like C/C++. The effective computation of the 

pdAE field makes the method suitable for real-time monitoring during load testing. 

 

 

5. Discussions 

 

The above demonstration shows the benefits of using pdAE field in identifying internal damages. 

Firstly, compared to DIC, the pdAE field method can indicate the internal damages which are 

important for structural assessment. In the presented test, we detected the formation of punching 

cone inside the structure before the failure occurred. 

Secondly, compared to traditional source localization methods, the pdAE field method can more 

clearly distinguish the crack patterns, by considering the source localization error in a probabilistic 

manner. 

Thirdly, compared to other probabilistic methods in literatures [13,14], the pdAE field method 

significantly reduces the computational time and is suitable for a real-time monitoring.  

Moreover, we found a higher pdAE in the region that was expected to be more damaged (Fig. 7 

and Fig. 8). However, we were not able to build the relationship between pdAE and crack width 

in the presented test, since we lacked an accurate measurement of the crack width. DIC cannot 

measure the crack width without compensating the out-of-plane displacement. But in a previous 

demonstration in beams, a close relationship between pdAE and crack width has been found [4]. 

To implement the pdAE field method in other tests, some remarks are addressed. 

 To estimate the source location, one can use any localization method. But the resultant 

error property needs to be adjusted correspondingly. One can use the simulations proposed 

in the previous paper [4] to evaluate the error property. 

 For the studies that only require the crack patterns, one can directly use the source 

localization error property σ in range of 39-55 mm [4], without running the simulations.  
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 For a real-time monitoring, the pdAE field can be updated every AE event, every load step 

or every time interval like 60 s, depending on the users’ need. The total delay of the pdAE 

field is the sum of time interval and calculation time. 

 

 

6. Conclusions 

 

This paper evaluated the performance of the pdAE field method in identifying the internal damages 

in reinforced concrete slabs. The pdAE field estimates the probability of the locations of AE 

events, considering the inevitable source localization errors. We demonstrated the method in the 

load testing of a reinforced concrete slab. A 3D pdAE field was computed and updated with 

increasing load. The results showed a clearer internal crack patterns compared to the traditional 

localization process. Moreover, the calculation of pdAE was computationally efficient, which 

served for a real-time monitoring. With these benefits, the pdAE field method was able to indicate 

the punching failure of the slab before it occurred. 
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ABSTRACT 

 

Determining the crack mode in structures made of brittle materials, such as concrete and masonry, 

is important for structural analysis and failure prediction. Fractures monitored with the acoustic 

emission technique (AE) are commonly classified into different modes using Rise angle (RA) – 

Average Frequency (AF) analysis, the simplified Green's functions for moment tensor analysis 

(SiGMA), and frequency spectrum analysis. However, the classification limits are dependent on 

the material, the test setup, and the monitoring condition. Hence, this study defines these limits by 

comparing the three AE-based fracture mode analysis methods on AE data collected from three 

test types on mortar specimens. In a direct tensile test, the peak frequencies of most of the AE 

events were higher (>60 kHz). While almost all of the AE events in a friction test had significantly 

lower peak frequency (<40 kHz). In a Brazilian splitting test, there was a shift in peak frequency 

from high to low value as the fracture progressed. The results of the SiGMA classification were in 

good agreement with the frequency analysis. AF-RA analysis also captured the tensile to shear 

crack mode change at progressive loading stages.  

 

Keywords: Signal-based acoustic emission analysis, moment tensor analysis (SiGMA), frequency 

spectrum analysis, cement-based mortar, Brazilian splitting test, direct tensile test. 

 

 

1. Introduction  

  

When a material goes through an inelastic (irreversible) deformation, energy is dissipated and 

detected as an acoustic emission (AE) event. The AE technique can track material changes during 

the load history and is capable of localizing sources spatially and temporally. In addition, the AE 

technique can be used to identify the type of fracture modes. AE-based crack type classification 

was applied in concrete [1], cementitious mortars [2], clay brick and  hydraulic lime mortar [3], 

reinforced concrete [4], and different types of natural rocks [5]. The fracture modes may evolve 

throughout the phases of the material life. Hence, identifying the fracture modes can indicate the 

damage stage. In quasi-brittle materials, mode-I cracks often dominate the initial damage state of 

the material, and mode-2 cracking (shear mode) becomes pronounced near failure [1].  
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Ohno and Ohtsu [1] compared the Rise angle (RA) – Average Frequency (AF) and the simplified 

Green’s functions for moment tensor (SiGMA) analysis on cracks induced by a four-point bending 

test of concrete and reinforced concrete beams and also used a hydrostatic expansion test of a 

concrete prism. It was found that applying RA-AF analysis on only the first hit of AE events gave 

similar results as the SiGMA analysis. Hence, the number of AE events classified as tensile and 

mixed-mode by the SiGMA method were similar to the number of events classified as the tensile 

mode by the RA-AF method. This good agreement was found when the ratio between the RA and 

AF was set at 1 to 200.  In addition, Ohno and Ohtsu [1] noticed a dominant tensile crack mode 

for the four-point bending test of the concrete beam and a dominant shear crack mode for the 

hydrostatic expansion test of the concrete prism. Aggelis, et al. [2] applied RA and AF analysis on 

AE events detected from bending and shear tests performed on cement-based mortars. The 

research compared the AF, the peak frequency, and the RA values of all AE events detected in the 

experiment. As opposed to the shear test, higher AF and peak frequency, and lower RA values 

were observed for the bending tests. In addition, the research revealed the sensitivity of AF, peak 

frequency and RA to sensor-source distance. Zhang, et al. [4] investigated AE source classification 

on RC beams and RC slab tests.  The research found that peak frequency and partial power showed 

a clear boundary between signals from two types of AE sources (i.e., partial power is calculated 

by summing the power of the frequency spectrum in a specified range of frequencies and dividing 

it by the total power of all frequencies). AE sources with peak frequency above 70 kHz were 

identified as tensile crack mode. Du, et al. [5] performed a Brazilian splitting test, three-point 

bending test, modified shear test, and uniaxial compressive test on different rock types (granite, 

marble, and sandstone). It was found that AE from tensile crack had a peak frequency above 100 

kHz, and those from shear crack had peak frequency below 100 kHz. Livitsanos, et al. [6] 

performed three-point bending and modified shear tests on different mortars and red clay bricks. 

The crack modes were monitored using AF-rise time (RT) analysis and digital image correlation 

(DIC). The AF-RT analysis was found powerful in identifying the fracture modes in complex tests 

where the crack modes would not otherwise be known. This was validated using the strain field 

plots obtained from the DIC. 

Despite the performance of AE in crack mode analysis, defining boundaries for classification still 

requires dedicated investigation of the specific material, sample geometry, testing, and AE 

monitoring condition. This research aims at developing a method of crack type and noise 

classification that can be applied to small-sized cementitious mortars in the Brazilian splitting test.  

 

 

2. Experimental test program  

 

2.1  Materials and mechanical tests  
A cement mortar was used for all test specimens, with a composition of 533 kg/m³ CEMII/B (S-

L) 32.5 N; 1600 kg/m³ river sand with a maximum aggregate size of 4 mm and 0/2 grain size curve 

distribution according to EN 13139 and 266.5 l/m³ water, resulting in a 0.5 W/C ratio. Conditions 

of sample preparation and curing are described in [7].  

For direct tensile tests, cylinders with 50 mm in diameter and 150 mm in length are cored (drilled) 

from a 150 mm x 150 mm x 150 mm mortar cube. At mid-height, a notch with 5 mm depth and an 

opening of 7 mm was sawn around the circumference, resulting a 40 mm diameter section at the 

notch, see Fig. 1 and Fig. 2. The top and bottom edges of the notched samples are gripped with a 

PVC ring with a height of 20 mm and an inner diameter of 50 mm, which is then glued to a steel 

plate with a two-component adhesive. The steel plates are connected to a testing machine by four 

bolts. The test was a displacement-controlled test with a rate of 0.1 mm/min. 

Three mortar cylinders with 100 mm in diameter and length (named L1 to L3) and three cylinders 

with 27 mm in diameter and length (S1 to S3) are prepared in molds for the Brazilian splitting tests. 

During testing, the load is distributed in small strips at the top and bottom contact points to avoid 

excessive stress concentration and crushing at load application points. These load-bearing strips 
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are made of hardboard with a thickness of 3 mm and a width of 15 mm for the larger samples and 

4 mm for the smaller samples, see Fig. 1 and Fig. 2. The Brazilian splitting test is a monotonic 

force-controlled test. The loading rate is 705 N/s for the larger samples and 45 N/s for the smaller 

samples (i.e. valued adopted from EN 12390-6 [8]). The loading is applied using a universal 

testbench (Shimadzu AG-X), with a maximum capacity of 100 kN. During the test, the load and 

stroke displacement of the crosshead were recorded. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Schematic representation of the different tests and their objectives. 

 

For the friction test, one of the larger samples that broke during a Brazilian splitting test is used to 

generate friction noise by manually sliding the crack surfaces against each other while monitoring 

the noise with AE technique, see Fig. 1. 

 

2.2  Acoustic emission setup 

A Vallen AMSY-6 acquisition system with six-channel ASIP-2/S AE boards is used to monitor 

all the tests. Piezoelectric AE sensors (Digital Wave B1025) with a miniature size (9.3 mm 

diameter x 12.7 mm height) and a 50 to 2000 kHz frequency range are attached with a thin layer 

of hot-melt glue on the sample surface. The sensor layout for the three tests is shown in Fig. 1. 

The AE sensors were connected to preamplifiers with 34 dB gain (AEP5, Vallen) and subsequently 

to the acquisition system. The digital frequency filter was set between 25 kHz to 850 kHz. The 

amplitude threshold was set at 40 dB, a value determined by monitoring the environmental noise 

of the laboratory. AE data are recorded at a sampling rate of 10 MHz, with 4096 samples per signal 

and 409.6 µs in resulting signal length. The rearm time and the duration discrimination time for 

AE hit definition are both taken as 200 µs. Real-time data is visualized using Vallen Visual AE 

software. Further post-processing analysis was conducted with an in-house developed AE toolbox 

in MATLAB.   
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Fig. 2:  Photograph of (a) the direct tensile test (b) the Brazilian splitting test. 

 

 

3. Results and discussion 
  

3.1 AE peak frequency 

The peak frequencies of the first AE hits in the AE events are analyzed. Fig. 3 shows the time 

evolution of the peak frequencies (i.e. with a moving mean of 10 data points) and loads for the 

Brazilian splitting tests with the two different sample sizes. It can be seen for all the cases that the 

peak frequency lowers as the load approaches the peak value. This can be because of frequency 

attenuation due to the formation of cracks. It can also be because of the increase of crack sizes and 

the transformation of crack mode from tensile to shear as failure is approached [1, 9].  AE with 

low peak frequency are also identified at the very beginning of the test, this can be due to the local 

crushing of the sample at the contact surface. Such AE events due local crushing is more prominent 

in the larger sample, this is because of the relatively higher contact force that is generated on the 

larger sample. When comparing the magnitude of the peak frequencies in the small and larger 

samples it can be seen that the peak frequencies in the smaller samples are significantly higher 

than the larger sample. This is because for larger samples, there is relatively higher frequency 

attenuation due to longer source to sensor distance [2, 10].  

Fig. 4 shows the histograms of the peak frequencies for all of the AE events detected in a Brazilian 

splitting test at progressive loading stages.  At the pre-peak loading stage (10 to 90%) AE events 

with high peak frequencies (60 to 100 kHz) dominate. This is more pronounced for the smaller 

samples, see Fig. 4 a), c) and e), mainly because there is relatively less frequency attenuation for 

the smaller samples. In addition, there is also a surge of AE with low peak frequencies near the 

peak load (90 to 100%) and in the post peak phase (100 to 90%). This is even more significant for 

the larger samples, see Fig. 4 b), d) and f), where there is an increase of AE events with low peak 

frequencies near the peak load (90 to 100%) and almost no AE activity at the post-peak stage (100 

to 90%). This is mainly because for larger samples, there is a sudden (brittle) crack propagation 

that will intensify the effect of attenuation and generation of shear noise [7].  

Fig. 5 a) shows the histogram of the peak frequencies for all AE events detected in the direct tensile 

test. Fig. 5 b) shows the histogram of the peak frequencies for the AE signals detected only in the 

pre-peak stage (0 to 100%) of the direct tensile test. As it can be inferred when analyzing the AE 

recorded in the pre-peak stage (0 to 100%), most of the AE events have higher peak frequencies 

(60 kHz - 80 kHz).  Hence, to analyze damage initiation in tensile tests such as Brazilian splitting 

test or direct tensile test, focus can be made on AE signals with relatively higher peak frequencies. 

 

(a) (b) 
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Fig. 3: Evolution of the peak frequency of the first hit of AE events and load with time in a 

Brazilian splitting test, (left) the small samples (right) the large samples. 

 

The histogram of the peak frequencies of all of the AE events in the friction tests is shown in Fig. 

6. Here, as expected, AE events with low peak frequencies mostly dominate the histogram. This 

further asserts that shear/friction induces AE events with relatively lower peak frequencies [2, 4, 

11].  

The limits of peak frequencies to identify tensile and shear crack modes can be defined using the 

AE signals detected from the different tests and also by comparing the AE events in the pre- and 

post-peak loading stage. Hence, AE signals with peak frequencies greater than 60 kHz can be 

identified as likely due to tensile crack modes. The limits are defined by considering frequency 

attenuation due source-sensor distance by regarding the analysis of the two sample sizes in the 

Brazilian splitting test. 

 

 

a) S1 b) L1 

c) S2 d) L2 

e) S3 f) L3 
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Fig. 4: Histogram of the peak frequency (with each bar having a 20 kHz range) of the first hit of 

AE events at progressive loading stages. (left) Small samples of Brazilian splitting test, (right) 

Large samples of Brazilian splitting test (the load percentage is a percentage of the peak load). 
 

 

 

 

 

 

 

 

Fig. 5: Histogram of the peak frequency of the first hit of AE events of the DTT. (a) Histogram 

for all of the AE data detected in the test duration, (b) Histogram for the AE data detected in pre-

peak loading stage (0 to 100%) (the load percentage is a percentage of the peak load). 

 a) S1  b) L1 

 c) S2 

 

d) L2 

 e) S3  f) L3 

a) b) 
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Fig. 6: Histogram of the peak frequency of the first hit of all AE events for the friction test. 

 

3.2 Moment tensor analysis   

Fracture modes are characterized by a specific radiation pattern of the seismic energy detected by 

the sensors. The radiation pattern can be visualized using stereographic projections. These are 

projections of the compressive wave onset amplitude on the hemisphere around the source [12]. 

Hence, the sign of the first arrival p-wave at different sensors (polarities of initial P-wave pulses) 

can be used to identify the type of fracturing mechanism. Moment tensor analysis was originally 

used to analyze fault motions in seismology [13]. However, Ohtsu, et al. [14] developed SiGMA 

(simplified Green's functions for the moment tensor analysis) for the AE inversion analysis to 

classify crack type and to determine crack orientation. In this paper, the algorithm for SiGMA 

analysis for crack mode classification was prepared following the steps stated in Ohtsu, et al. [14], 

Ohtsu and Aggelis [15]. 

Fig. 7 shows the results of AE-based fracture mode classification using SiGMA analysis in a 

localization plot and in a peak frequency-time plot for two representative Brazilian splitting tests 

and the friction test. From the SiGMA classification, it can be observed in Fig. 7 a) and b) that the 

Brazilian splitting test is dominated by tensile cracks (red dots), while the friction test, see Fig. 7 

c) gave more mixed and shear crack modes (green and blue dots). Since these results are as 

expected, it demonstrates the capabilities of moment tensors analysis in crack mode classification.  

In addition, it can been seen in Fig. 7 a) and b) that cracks classified as tensile with SiGMA analysis 

have higher peak frequencies. This validates the previous observations that as peak frequency 

decreases, the crack mode transforms from tensile to shear. As discussed before, peak frequency 

is affected by signal attenuation; hence as the source-sensor distance increases or as a crack 

progresses, using peak frequency for crack classification can be difficult as all of the AE events 

will have lower peak frequencies. However, as can be seen in Fig. 7 a) and b), SiGMA analysis 

can classify even attenuated (lower peak frequency) AE events. This is especially useful near the 

peak load (90 to 100 %), where cracking intensifies. 

On the other hand, as observed in Fig. 7 c), some AE events are identified by SiGMA as tensile 

modes in the friction test and have lower peak frequency (< 50kHz). Hence both methods result in 

few false classifications and results should be considered carefully, yet in general, both have shown 

great potential in crack mode analysis. Main disadvantage of SiGMA analysis is that it can only 

be used for AE events that are detected by six or more sensors and for those that were able to be 

localized. These AE events are only small fractions of the overall AE data collected during the 

test. Hence, SiGMA can be used to understand the overall dominant crack mode in a test or a 

specific region of the sample. However, it has less use for applications such as AE signal filtering. 

 

 

332



 

Fig. 7: SiGMA based crack mode classified AE events, (left) shown in a AE localization plot 

(right) shown in a peak frequncy vs time plot for different tests. 

 

3.3  AF RA analysis 

Directly measured AE parameters such as ‘Count’, ‘Amplitude‘, ‘Rise time’ and ‘Duration’ are 

used to calculate AF and RA. AF is calculated by dividing the ‘Count’ by the ‘Duration’. RA is 

calculated by dividing ‘Rise time’ by ‘Amplitude’. Fig. 8 a) shows the AF-RA plots of the AE 

events for the direct tensile test and Fig. 8 b) is the AF-RA plot for all of the AE events detected 

in the friction test. To classify the tensile and friction events, following boundary line is proposed: 

AF = 0.5xRA. This line is defined by assuming that most of the AE events in the pre-peak period 

of the direct tensile test are tensile mode and most of the AE events in the friction test are shear 

mode, as was also concluded from the previous section. 

 

 

 

  

a) L1 in a Brazilian splitting test 

  
 

b) S1 in a Brazilian splitting test 

  
c) Friction test 

90% 100%  

90% 100% 
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Fig. 8: AF-RA plots of the AE events detected from (left) the direct tensile test at the pre- and 

post-peak loading stage and (right) the friction test. 

Fig. 9 shows the AF-RA plots of AE events at progressive loading stages (as a percentage of the 

peak load) of a Brazilian splitting test. The same dividing line was used in this plot as well. It can 

be seen that the AF-RA plot also reflects the same results as SiGMA and peak frequency analysis. 

There are shear noises at the initial contact loading phase (0 to 10%), there is the dominance of the 

tensile crack mode in the pre-peak stage (10 to 90%), and the shear mode starts to dominate near 

the peak loading stage (90 to 100%) and the post-peak loading phase (100 to 90%). In literature, 

the AF-RA plots are often made by averaging the AE hits or AE event values due to high scatter. 

Here, however, AF-RA plots are made with the individual values of the first hit in AE events 

(without averaging). Although there are some false classifications, this analysis is still able to 

capture expected results and is in good agreement with SiGMA and peak frequency analysis. 

 

 
 

Fig. 9: AF-RA plots of the AE events detected from a representative Brazilian splitting test of a 

larger sample (L2) at progressive loading stages. 
 

 

4. Conclusions 

 

The study compares three acoustic emissions (AE)-based crack mode analysis techniques on 

cement mortars subjected to different mechanical loading schemes: direct tensile test, Brazilian 

splitting test, and friction test. From the analysis, the following main conclusions are drawn: 

 A significant number of AE events in the friction test have low peak frequencies (<40 kHz). 

On the other hand, a high number of AE events with high peak frequencies (>60 kHz) are 

detected during the pre-peak loading stage (0 to 100%) of the direct tensile test. Similarly, 

in the Brazilian splitting test, high peak frequency AE events dominate the pre-peak phase 

(10 to 90 %). However, near the peak (90 to 100%) and in the post-peak (100 to 90%) 

phase, there was an increase in the number of AE events with low peak frequencies, which 

was attributed to a shift in failure mode. In addition, due to attenuation AE events in the 

larger samples had relatively lower peak frequencies. 

 SiGMA analysis-based crack classification resulted in more tensile AE events in the 

Brazilian splitting test than in the friction test. A strong correlation between the SiGMA 

and peak frequency analysis has been found.  

70 % of events 

are shear mode 

 

70 % of events are 

tensile mode 

0 to 100 % Post-peak 

75 % of events are 

tensile mode 

 

0 to 10 % 10 to 90 % 90 to 100 % 100 to 90 % 
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 AF-RA analysis showed similar crack mode shift at progressive loading stages of the 

Brazilian splitting tests. In addition, a tensile-shear dividing line (AF = 0.5xRA) was 

defined using direct tensile and friction tests, and validated on the Brazilian splitting tests.  
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ABSTRACT  

 

In fresh concrete, early-age shrinkage is affected by many factors, such as thermal deformations 

moisture loss and the hydration reaction. Novel admixtures for internal curing, like 

SuperAbsorbent Polymers (SAPs) can be used to mitigate the shrinkage phenomenon. These 

admixtures strongly modify the microstructure influencing the Acoustic Emission (AE) activity. 

Acoustic emission has been proven adequate to monitor activities during the curing of fresh 

cement-based materials. However, so far, it is difficult to distinguish the original mechanisms due 

to the overlapping nature of the processes that take place. In addition, localization of AE sources 

is not possible due to the heterogeneous and damping nature of the fresh material. The motivation 

of this study is to obtain real-time information on the different ongoing processes in fresh concrete, 

like settlement and shrinkage cracking, using AE and comparing the results to concrete containing 

SAPs. A preliminary study for 3D source localization in fresh concrete is also performed. The goal 

is to control concrete curing and confirm suitable final mechanical properties, resulting therefore 

in more sustainable materials. 

 

Keywords: Acoustic Emission, fresh concrete, superabsorbent polymers, localization. 

 

 

1. Introduction  

   

Fresh cementitious media present complex and overlapping processes due to water evaporation 

and cement hydration. While concrete is in the plastic state, the cement particles’ movement can 

lead to early shrinkage cracking which can be critical for the final mechanical properties of the 

material. The long-term performance of concrete is closely linked to its early age properties; hence 

it is important to understand and isolate the different mechanisms taking place during hydration. 

Therefore, monitoring the early-age concrete behavior is important. Non-destructive techniques 

have gained a lot of attention recently for the characterization of fresh cementitious materials [1]. 

Acoustic Emission (AE) is a non-invasive monitoring technique that presents a high sensitivity to 

recording waves released by many processes simultaneously. AE has been lately used by 

researchers to monitor the hydration process [2,3,4,5]. According to the cumulative activity and 

the AE parameters, the various curing stages and cracking modes can be detected. For example, 
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shear cracks are characterized by lower frequencies and longer duration, than tensile cracks, 

information that can be very useful when it comes to material or damage characterization.  

In fresh concrete, early-age shrinkage is affected by many factors, such as thermal deformations 

due to the hydration reaction, moisture loss, and hardening due to changes in pore water content. 

Novel admixtures like SuperAbsorbent Polymers (SAPs) have been successfully used to mitigate 

the shrinkage phenomenon [6]. SAPs are particles that can swell by absorbing water, up to 500 

times their mass, and later release it back to the cementitious matrix promoting autogenous healing 

[6]. According to the literature, when the action of SAPs is initiated, high bursts of AE data are 

observed [1]. So far, the investigation of the SAP behavior in fresh cementitious media has been 

limited to mortar specimens. In the present study, the behavior of a reference concrete mix is 

compared to that of a mix containing SAPs, to study the SAP influence on the AE behavior of 

fresh concrete cubes.  

 

 

2. Materials and methods 
  

2.1 Materials  

A reference concrete mixture and a mixture containing SAPs were investigated for this study. 

Portland cement (CEM I 52.5 N Strong, Holcim, Belgium) was used, with a water-to-cement ratio 

of 0.35 (REF). River sand, fine stones and coarse gravel stones (sizes 4/8 and 6.3/14) were used 

in a proportion of 1.27:1.27:2.36 with respect to the weight of cement. The sand and the aggregates 

were dried in the oven for 48 hours and then let to naturally cool down at room temperature prior 

to mixing. Superplasticizer MasterGlenium 51 from BASF (Ludwigshafen, Germany) was added 

at a percentage of 0.6% by mass of cement to ensure sufficient workability.  

A second composition (VP400) was made including SAPs in a percentage of 0.2% per cement 

weight and the same amount of aggregates and sand and cement as the reference mixture. The 

utilized SAP type was provided by BASF (Ludwigshafen, Germany) and is a copolymer of 

acrylamide and sodium acrylate with a dry particle size equal to 100 ± 21.5 µm. An additional 

amount of water, equal to 30 grams per gram of SAP, was added to the mix, to obtain the identical 

flow as the reference concrete while using the same amount of superplasticizer as the reference 

cube.  

 

2.2  Specimens  

The material was mixed for a total of four minutes in the laboratory concrete mixer, at 361 RPM, 

with one minute of dry mixing and 3 minutes of mixing with water. Then it was poured into a 150 

mm x 150 mm x 150 mm (internal dimensions) metallic mold. Type-K thermocouples were used 

to monitor the temperature released during the hydration process. The mix was poured into the 

mold in two layers. Initially, the mold was filled up to the mid-height, and then the thermocouples 

were placed at the center of the mold. The rest of the mix was added, and the mold was vibrated 

at a high frequency for 20 seconds until the surface was smooth.  

 

2.3  Acoustic emission  

The AE behavior of the samples was monitored by five R15a piezoelectric sensors, with a 

resonance frequency of 150 kHz using the Micro-II express acquisition system by Mistras Group.   

Five sensors were attached in total, one on every outer side of the mold, at different heights and 

one at the bottom, using a coupling agent and magnetic clamps. A schematic view of the 

experimental setup is represented in Fig. 1.  

A sensitive and low threshold was set equal to 35 dB and the AE signals were amplified using a 

preamplifier 1220A of 40 dB. A Pencil Lead Break (PLB) was performed near every sensor before 

the initiation, but also at the end of the monitoring, to ensure the coupling efficiency of the sensors 

to the mold. The measurements started between 10-12 minutes after water was added to the dry 

materials. Each cube was monitored for approximately three days. 
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Fig. 1: Schematic view of the experimental setup. 

 

2.4  Source localization  

By considering the position of the sensors and the difference in the arrival time on each of them, 

the source location can be calculated, provided that the wave velocity in the medium is known.  In 

this study, an attempt for a three-dimensional localization in fresh concrete was made for the first 

time, using the AE Win Software by Mistras Group. For a 3D localization, at least 4 sensors are 

needed for the algorithm to calculate the location coordinates. The time of the first recorded hit is 

considered the absolute arrival time, and it is used to calculate the delay in arrival times of the 

upcoming hits in the event.  

Since concrete undergoes hydration and the stiffness increases, the velocity at which the elastic 

waves propagate changes as well. This makes the localization in the highly attenuative nature of 

cementitious materials complicated. To overcome this issue, different velocities were used to 

account for each curing stage and changing stiffness, based on ultrasonic measurements conducted 

by Lefever et al. [7] on mortar specimens made using the same cement as this study. Although the 

velocity of mortar is not the same as the one of concrete, a good approximation can be derived 

from the results of [7]. Early UPV measurements on concrete specimens unfortunately are not 

possible due to the highly attenuative nature of the material, but also due to the larger required 

mold thickness compared to mortar. The aforementioned factors result in a significant attenuation 

of the signal during the first hours of measurements when concrete is still very fresh. The three-

day monitoring period was divided into four phases according to the different mechanisms of 

interest.  

 

 

3. Results and discussion 

 

3.1  Evolution of AE parameter and temperature during internal curing  

The SAP activity was well-captured by the sensors, showing a vertical increase in the cumulative 

hits, as seen in Fig. 2(a). The cumulative hits for REF were approximately 5000 while for VP400 

they were much higher approximately 48000. The initiation of the SAP activity took place at 

approximately 12 h of monitoring and lasted up to 20 h. To define the time when the SAP action 

was completed, the hit rate was examined. The time of the SAP activity termination was selected 

as the time when the hit rate dropped to 10% of the maximum hit rate. Indeed, this time is around 

between 20 and 21 h. As seen in Fig. 2(a), after 20 h, the slope of the cumulative hits rate starts to 

decrease, indicating that most of the SAP action was completed.  

It is not clear if the increased AE activity is due to the SAPs releasing the entrained water or due 

to the consumption of the free water by the SAPs. Snoeck et al. [8] studied the release of water 

from the SAPs towards the cementitious matrix during the cement hydration, using the Nuclear 

Magnetic Resonance (NMR) method, using the same SAP and cement type as the ones used for 
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this study. The results showed that up to 11 h, SAPs release a little amount of the entrained water 

after the final setting is reached. Then, up to 22 h, the free water was consumed and a slight 

decrease in the SAP shape was observed, due to possible debonding of the SAP from the pore wall 

[9]. After that, the entrained water starts to decrease again, up to 30 h.  

Fig. 2b shows the temperature development at the center of the cube. The reference cube exhibited 

slightly higher temperatures, although the slope of the curve during the acceleration period is the 

same for the two mixtures. The peak temperature for the reference specimen reached 31.2 °C, 

while for the specimen with SAPs the peak value was 30.8 °C. The ambient temperature during 

monitoring varied between 28 °C and 29 °C. The raw materials were left at room temperature 

before mixing. The high AE activity starts around 12 h which coincides with the end of the 

acceleration period of hydration (peak of the temperature curve). This could indicate that most of 

the free water is consumed, lowering the relative humidity, hence, causing the SAPs to release 

their entrained water. The end of the SAP activity seems to coincide with the end of the 

deceleration period of hydration. 

 

 
 

Fig. 2: (a) Cumulative activity; (b) temperature evolution. 

 

 
 

Fig. 3: Cumulative activity and hit rate of VP400. 

 

Mechanisms such as settlement, shrinkage cracking, SAP action and detachment of the specimen 

from the mold can be characterized by various AE parameters. Fig. 4 shows the moving average 

of the amplitude and risetime of the two specimens during the monitoring period. Amplitude is 

one of the most important AE parameters since it is closely related to the energy that the emitted 

elastic waves. Risetime can be useful to characterize mechanisms such as the type of cracking. 

The curing process was divided into four phases, which were subsequently used to distinguish the 

events during localization, as shown in Table 1. The settlement, which takes place during the first 
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two hours after casting [2], presents higher amplitudes and a concentrated AE activity compared 

to the rest of the processes. The SAP activity is the denser part of the amplitude graph shown in 

Fig. 4a. The AE activity of the VP400 cube is generally characterized by lower amplitudes 

compared to the REF cube, which can be explained by the fact that SAPs mitigate the shrinkage 

cracking that exhibits higher amplitude bursts than the rest of the processes. This is more profound 

in the final stage of hardening, where shrinkage cracking is more likely to occur. The SAP cube 

shows again lower amplitudes, whereas the reference cube presents higher amplitude peaks, which 

are possibly recorded due to cracking. 

 

 
 

Fig. 4: 200 per moving average of (a) amplitude and (b) risetime evolution.  

 

3.2  Source localization 

3D source localization in fresh concrete was performed, using the localization algorithm 

implemented in the AE Win software. Since the sensors are attached to the metallic mold and not 

directly to the material itself, the waves propagate through two different materials and possibly 

exhibit a nonlinear path before they reach the sensors, something that is not considered in the 

localization algorithm. Still, localization gives a first impression of how the curing of concrete 

evolves in terms of AE events, while still being in the process of being optimized.  

 

Table 1: Phases of the curing process, time frames & UPVs utilized for the distinction of the AE 

events. 

 

CURING PHASE MONITORING TIME (H) UPV(M/S) 

(1) Settlement 0-2 500 

(2) Early hydration 1-12 1000 

(3) Later hydration/SAP activity 12-20 2000 

(4) Hardening 20 to end 3000 

 

A top view of the AE events for each curing stage is depicted in Fig. 5, while Fig. 6 shows the 3D 

view. During settlement, most of the activity is concentrated near the center of the mold for the 

REF specimen. As concrete hardens, the events seem to move towards the outer sides of the 

specimen. Even though VP400 exhibited a considerably higher number of hits compared to REF, 

the number of AE events was higher for the REF specimen. This might be explained by the fact 

that the events in REF were of higher amplitude, and thus were more easily recorded by at least 4 

sensors, resulting in reliable localization of the source. Another possibility for the low number of 

recorded events in the VP400 might be the increased porosity of the matrix due to the SAP 
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inclusion, which makes the material even more attenuative for wave propagation. It should also be 

mentioned that during the internal curing period, and specifically after 12 h, the recorded hit rate 

is quite high, implying that several sources may be active almost simultaneously and effectively 

being overlapped in a single waveform, making the localization even more complicated. 

 

 
 

 

Fig. 5: Top view of AE events for (a) REF and (b) VP400. 

 

When observing the 3D view of the events, it seems like the majority is located at the mid-height 

of the cube and towards the bottom. Sources occurring at the center of the mold are easier to 

localize since they have approximately the same distance from all the sensors. Moreover, the 

waves have to go through the metallic mold to reach the sensors, something that also impacts the 

accuracy of the localization. 

 

 
 

Fig. 6: 3D view of AE events for (a) REF and (b) VP400. 

 

 

4. Conclusions 

 

Acoustic emission monitoring was performed on fresh concrete cubes, with and without the 

presence of superabsorbent polymers to monitor the curing process. The temperature inside the 

specimens was also monitored. A study of three-dimensional localization in fresh concrete was 

done for the first time.  

The specimen containing SAPs exhibited in general a lower temperature evolution, especially 

during the later stages of hydration, which can be linked to the delay that the SAPs cause in the 

hydration process. Most of the SAP activity was completed at around 20 h, although more 

investigation is needed to better understand the nature of the increased AE activity in SAP 

(a) (b) 

(a) (b) 
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concrete. The end of the SAP activity seems to coincide with the end of the deceleration period of 

hydration, as seen from the graph of the temperature evolution.  

The SAP concrete exhibited a significantly higher number of hits compared to the reference 

concrete. The initiation of the SAP activity was accompanied by a rapid increase in AE hits, and 

the water release started approximately 12 hours after mixing and lasted up to approximately 20 

hours. The concrete containing SAPs was characterized by lower amplitude values throughout the 

monitoring period compared to the reference concrete, which confirms that SAPs mitigated 

shrinkage cracking that is characterized by signals with high amplitudes. 

The curing process was divided into four phases, and different wave velocities were applied to 

account for the changing stiffness of concrete as it undergoes hydration. The 3D localization 

showed a wide distribution of events for the different processes, while numerical simulations 

should be conducted to account for possible nonlinear paths between the source and the sensors.  
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ABSTRACT  

 

In the aircraft industry, where highly optimized aluminum structures and most stringent safety 

requirements meet, corrosion of aluminum is an important issue to be controlled. To this end, 

several structural health monitoring (SHM) methods have already been demonstrated, including 

the acoustic emission (AE) method, which has shown potential for corrosion monitoring. 

Typically, immersion-like setups are used for demonstration. However, recent results at the 

authors’ research group also show the potential of the AE method to monitor atmospheric 

corrosion of aluminum aircraft structures. This contribution presents a SHM concept for the 

identification, i.e., detection, localization, quantification, and typification, of corrosion of thin-

walled aluminum structures by AE. The proposed monitoring concept combines time and 

frequency domain features of corrosion triggered AE signals and AE source localization-based 

imaging with a-priori knowledge of structural configuration and loading by the utilization of 

machine learning methods to quantify and typify corrosion. Successful detection of atmospheric 

corrosion of aluminum by AE is briefly presented. Furthermore, the concept is theoretically 

discussed for quantification and typification of corrosion forms typical for atmospheric corrosion 

conditions. 

 

Keywords: Acoustic emission, structural health monitoring (SHM), corrosion, aluminum, aircraft 

structure. 

 

 

1. Introduction 

   

Aluminum has applications in several industries due to a variety of advantageous properties 

compared to other metals [1]. For example, aluminum, especially the 2XXX alloy series, is widely 

used for structural components in the aircraft industry due to its good mechanical properties. The 

main alloying element of these alloys is copper (Cu) which is responsible for the high strength 

properties, however, Cu also increases the susceptibility to corrosion of the alloys [1]. Most often 

aircrafts are attacked by so-called atmospheric corrosion, which is the type of corrosion where on 

a metallic surface only little electrolyte is present in the form of a thin film or small droplets [1, 

2]. Such corrosive environments occur, e.g., during operation or parking in marine environments, 

but also when moisture from rain, fog, or snow forms together with different pollutants like dirt, 

exhaust gases, sulfates, chlorides, etc., electrically conductive and chemically reactive solutions 
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[2, 3]. Furthermore, deliquescence of soluble pollutants such as salts due to changes in relative 

humidity (RH) caused by operation of aircrafts in different climate zones and altitudes can also 

form highly concentrated electrolytes [1-3]. Corrosion of aircraft structures has to be controlled to 

ensure functionality and safety during operation. Typically, this is done by scheduled inspections 

and clear protocols on how to determine corrosion [3]. However, research has already been 

conducted to automatically investigate and detect corrosion issues in various industries using non-

destructive testing (NDT) or structural health monitoring (SHM) methods. For example, 

electrochemical techniques like electrochemical noise or the electrochemical impedance 

spectroscopy have already been tested and show good potential for corrosion monitoring [4, 5]. 

Also, optical fiber based techniques have already been investigated, e.g., in civil engineering for 

monitoring corrosion in steel reinforced concrete [6], but also for aircrafts these techniques have 

already been tested [7]. Another group for corrosion detection and monitoring are acoustic 

methods, i.e., ultrasonic testing (UT), guided waves (GW), and acoustic emission (AE). UT is a 

well-developed method for offline testing, i.e., during inspections, but GW and AE are also suited 

for online monitoring, i.e., during operation. GW and AE are quite similar methods, both methods 

detect transient elastic waves propagating in the structure, typically with piezoelectric sensors. 

However, GW is an active method that uses an actuator to excite the structure and a sensor to 

measure a response signal, while AE is a passive method that directly measures the transient elastic 

wave caused by damage itself, e.g., corrosion. Especially AE is a promising technique for online 

monitoring of corrosion of metals. For steel, there are many research works and also some 

industrial applications for corrosion monitoring with AE. For example, in the oil and gas industry 

AE is used for corrosion and leakage detection in large storage tanks and pipelines [8, 9], and in 

civil engineering for corrosion monitoring of steel-reinforced concrete [10]. Unlike steel, there are 

no industrial applications and only little research for corrosion monitoring of aluminum with AE. 

The found research works investigate corrosion of aluminum aircraft structures, e.g., pitting and 

exfoliation corrosion of AA2024 and AA7449 alloys by AE in immersion-like setups and under 

accelerated conditions caused by potentiostatic polarization [11, 12]. However, the authors found 

no research work that addresses AE monitoring of atmospheric corrosion of aluminum. 

Recent experimental results of the authors’ research group demonstrate that AE is also capable to 

detect atmospheric corrosion of thin-walled aluminum aircraft structures [13]. Aluminum alloy 

AA2024-T351 was exposed to small droplets of a 50 g/l sodium chloride (NaCl) solution, that 

caused clear pitting corrosion. In addition, operating conditions of an aircraft were simulated by a 

controlled variation of the RH. Low RH lead to evaporation of the droplet and a stop of corrosion, 

subsequent increase of the RH, caused deliquescence of the remaining NaCl crystals and to 

progress of corrosion again, a typical periodic phenomenon that can occur during a flight. The AE 

monitoring detected significant AE signals during phases of high RH and no signals were detected 

in the low RH phases, i.e., the stop and re-onset of corrosion could be observed. The present paper 

continues the recent research of the authors’ research group with a SHM concept for full 

identification of atmospheric corrosion on thin-walled aluminum aircraft structures by AE. 

Damage identification in SHM is commonly divided into the four levels detection, localization, 

quantification, and typification of the damage [14]. As described above, successful detection is 

already demonstrated, thus approaches for AE source localization and subsequent quantification 

and typification based on spatial imaging and a-priori knowledge on corrosion types and the 

considered structure are discussed. 

 

 

2. In situ corrosion monitoring with acoustic emission – state of the art 
 

The AE method is a passive SHM method, that detects damages at the moment they occur. For 

example, due to corrosion mechanical energy is released and transient elastic waves propagate 

through the structure, which are measured by a sensor. The sensitive element of a commercially 

available AE sensor is typically a piezoelectric element, however, such sensors are expensive and 
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bulky, thus, not well suited for SHM. Instead, piezoelectric wafer active sensors (PWAS) are 

cheap, lightweight, unobtrusive and their applicability for AE monitoring is already shown [13, 

15].  

Corrosion of aluminum due to aqueous electrolytes always reacts under hydrogen (H2) formation. 

In the case of pitting corrosion anodic oxidation takes place at the base of the pit where aluminum 

is dissolved and cathodic reduction occurs most likely at intermetallic particles outside the pit by 

H2 evolution and oxygen reduction. The overall corrosion reaction of aluminum (Al) is 

 

Al +3 H2O → Al(OH)3+
3

2
H2, (1) 

 

i.e., corrosion product aluminum hydroxide (Al(OH)
3
) and H2 are formed [1]. It is commonly 

concluded that bubble activity in immersion tests is the main source of the measured AE signals 

[12, 13] and recent results show that this is also the most likely AE source for atmospheric 

corrosion [13], cf. Fig. 1. However, other AE sources that are not related to corrosion cannot be 

fully excluded, but it is shown that such sources or effects only occur in minor quantities. 

 

 
 

Fig. 1: Pitting corrosion due to a droplet of an aqueous electrolyte [1]. H2 bubble activity, i.e., 

 formation,  detachment from metal surface and movement,  arrival at droplet surface and 

growth, and  bursting of H2 bubbles, is the dominant AE source. 

 

As already mentioned above SHM is commonly divided into four levels. In the following, these 

four levels are discussed for the present damage scenario, i.e., atmospheric corrosion of thin-

walled aluminum aircraft structures. 

 

2.1 Level 1 detection 
Recent experiments of the authors’ research group investigated the potential of AE to detect 

atmospheric corrosion on aluminum aircraft structures. A thin-walled specimen of aluminum alloy 

AA2024-T351 was exposed to a small droplet of a 50 g/l NaCl solution. AE was monitored 

continuously with a permanently bonded PWAS. Operating conditions of an aircraft were 

simulated by a controlled variation of the ambient RH. The progress of corrosion was additionally 

observed by video recording of the corrosion site. Findings of this experimental investigation are 

summarized in Fig. 2. Atmospheric corrosion conditions were represented by four phases. First, 

the application of the droplet, cf. Fig. 2a, and high RH initiated pitting corrosion. Second, gradual 

reduction of the RH lead to evaporation of the water of the droplet, i.e., a dry specimen surface 

with remaining NaCl crystals, cf. Fig. 2b, and to a stop of corrosion. Third, RH was slowly 

increased again, thus, the NaCl crystals deliquesced and formed several smaller droplets of 

electrolyte again, resulting in a re-onset of corrosion, cf. Fig. 2c and d. Fourth, rapid reduction of 

the RH lead again to evaporation of the droplet and to the final stop of corrosion, cf. Fig. 2e. The 

black dashed curve in Fig. 2 shows the prevailed RH during the experiment. AE activity was 

evaluated by the cumulative AE hits, cf. the orange curve in Fig. 2. Correlations between RH or 

the amount of electrolyte present at the specimen, progress of corrosion, and the cumulative AE 

hits were found. It is shown that during phases of high RH, i.e., if a sufficient amount of electrolyte 
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is present on the specimen, AE hits are clearly detected and during phases of low RH where no or 

just little electrolyte is present on the specimen no AE hits are detected. Thus, it is shown that 

atmospheric corrosion on aluminum can be reliably detected with today’s AE measurement 

equipment. Further investigations concluded that H2 bubbles, which are formed when aluminum 

reacts with an aqueous electrolyte, are the predominant sources for the detected AE hits. 

 

 
 

Fig. 2: Detection of atmospheric corrosion on aluminum alloy AA2024-T351 by AE [13]. The 

diagram shows the relative humidity (RH) during the experiment and the cumulative AE hits 

over time. (a) to (e) Exemplary images of the corrosion site show different atmospheric corrosion 

situations and the occurrence of pitting corrosion. 

 

2.2 Level 2 localization 
Classical planar AE source localization techniques require at least three PWAS and are all based 

on time of arrival (TOA) estimation of the sensor signals. Based on the time differences of the 

TOAs for all possible sensor pairs, the source location can be determined. Therefore, different 

approaches can be used, e.g., analytical calculation by triangulation, iterative optimization 

algorithms, or data-driven methods [16]. However, precise TOA estimates are always essential for 

an accurate localization result. The simplest method for TOA estimation is just using an amplitude 

threshold. Therefore, the proper value has to be found which has to be above noise level but should 

still detect the onset of the S0 wave [17]. However, especially for small amplitude signals this can 

lead to inaccurate results, as there the S0 wave often is hidden in noise. Therefore, advanced AE 

signal onset estimators exist, e.g., based on the Akaike information criterion (AIC). The so-called 

AIC-picker models the AE signal as an autoregressive process, where the AE signal is divided into 

two stationary segments. The first segment only contains noise and the second segment contains 

noise and the signal. The AIC picker searches for the separation point of these two segments which 

is considered to be the signal onset, i.e., TOA [17]. This TOA estimation method was already used 

for localizing corrosion in reinforced concrete [18]. Localization accuracy can further be increased 

by the use of more sensors, or by probabilistic approaches that consider uncertainties of the wave 

speed in the material and of the TOA estimation itself [19]. 

 

2.3 Level 3,4 quantification and typification 
In the context of SHM, quantification refers to determining the size of the damage and typification 

refers to identifying the type of the damage [14]. AE evaluates transient elastic waves caused by 

the introduction or release of mechanical energy as explained above. For atmospheric corrosion of 

aluminum this energy introduction is predominantly caused by H2 bubbles. Thus, direct 

quantification of a corrosion damage based on a single detected AE signal seems impossible. 

Typification of a damage is typically assessed by numerous time and frequency domain features 

of the AE signal [20]. This may be also well applicable for the distinction between, e.g., pitting 
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corrosion and stress corrosion cracking (SCC). However, for the classification of corrosion types, 

like e.g., uniform, pitting, or intergranular corrosion (IGC), the emitted AE signals are expected to 

have very similar characteristics. Thus, their classification into different types may be not or only 

poorly possible with today’s methods. However, to access the integrity of a monitored structure 

the knowledge of location, type, and size of a corrosion damage are essential. In the following a 

potential concept for full corrosion damage identification utilizing corrosion imaging, 

incorporation of a-priori knowledge, and advanced statistical data evaluation methods is presented. 

 

 

3. SHM concept for corrosion damage identification 

 

The proposed SHM concept for corrosion damage identification by AE is based on the assumption 

that atmospheric corrosion can be detected and a considered structure of interest is equipped with 

a sufficient number of PWAS to allow adequate localization of the detected hits. The first, 

detection, was experimentally demonstrated in [13] and results are shortly presented in Fig. 2. The 

latter, localization, is state of the art, although there are still issues to be solved for a sufficiently 

accurate localization within complex structures at ambient noise. However, the further 

quantification and typification of progressing corrosion damage are challenging with today’s AE-

based evaluation methods. Thus, a concept for the combined corrosion evaluation of multiple AE 

events and a-priori knowledge is proposed. An overview of the concept is given in Fig. 3. AE 

events potentially from corrosion are detected and localized according to the state of the art. 

Further evaluation is enabled by imaging the corrosion on the a-priori known geometry of the 

structural element of interest by plotting the AE source locations. A weighting of the plotted 

locations by, e.g., the AE signal energy may further improve the corrosion imaging. To conclude 

on the corrosions quantity and type modern machine learning approaches may be applied, that fuse 

time and frequency domain features of the AE signals and localization imaging with a-priori 

knowledge of the structure (e.g., geometry, material, loading, and relevant boundary conditions). 

This should be based on a comprehensive data set of known corrosion conditions and their 

development histories, like e.g., known AE characteristics of corrosion types, localization images 

and their development histories for different corrosion types at different structural configurations, 

and probabilities of corrosion types for structural configurations and loading. 

 

 
 

Fig. 3: SHM concept for corrosion damage identification based on time and frequency domain 

signal features, AE source localization-based imaging, and the a-priori knowledge of the 

structural configuration and loading. 

 

So far, the proposed concept was not applied to a real corrosion event. However, possible imaging 

results of the presented SHM approach for different structures and corrosion types considered are 

illustrated in Fig. 4. Fig. 4a shows (i) 5000 nearly uniformly distributed localization results over a 

wider area (marked in green) which is assumed to represent uniform corrosion, and (ii) 1000 

localization results accumulated in a dense cluster around a certain site (marked in orange) which 
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is assumed to represent localized corrosion (e.g. pitting). Localization errors cause a spread of 

results that are assumed to be normally distributed around the single local corrosion sites. The 

presented example images suggest a corrosion quantification directly by the spanned area of 

accumulated localization results. This may be appropriate for uniform corrosion but fails for 

corrosion that develops into the depth of a structure, like given for pitting corrosion. Consequently, 

quantification and typification of corrosion can only be realized by a joint evaluation, considering 

the spanned area of the accumulated localization results and the density and weight of localization 

results. However, it is definitely not always possible to fully identify corrosion by imaging the 

localization results alone. Inclusion of further a-priori knowledge like geometry features (edges, 

gaps, etc.), material and material combinations, joints, applied loads, etc., for the evaluation is 

strongly believed to provide very valuable additional information. Fig. 4b for example shows 1000 

localization results in a dense, slightly asymmetric, and scattered rectangular cluster. Combined 

with the a-priori knowledge of the area of interest showing a riveted single-lap-shear joint, crevice 

corrosion can be strongly assumed. 

 

   
(a) (b) 

 

Fig. 4: Possible corrosion imaging results by AE localizations (marked by thin crosses) on thin-

walled structures. Specific accumulation of localization results can provide information about the 

size and type of corrosion, e.g., (a) uniform and localized corrosion or (b) crevice corrosion at a 

riveted single-lap-shear joint. 

 

In the following, typical corrosion forms occurring under atmospheric corrosion conditions on 

thin-walled aluminum structures and their potential identification based on time and frequency 

domain signal features, AE source localization imaging, and a-priori knowledge of the structural 

configuration and loading are discussed. 

 Uniform corrosion: A corrosion form represented by localization results evenly distributed 

over a larger area. The size (areal extent and corroded volume) may be approximated by the 

spanned area of the localization results, localization density, and signal features (e.g. AE 

signal energy). 

 Pitting corrosion: A corrosion form that is represented by a larger number of localization 

results that lie very close together at certain spots. Very accurate localization results can 

possibly provide information about the lateral extent of a pit. The depth of the pits may be 

estimated by localization density and signal features. 

 Intergranular corrosion (IGC): A corrosion form that typically spreads from pits [1], thus, 

the identification is expected to be similar to pitting corrosion but the differentiation from 

pitting corrosion is unlikely to be possible by the proposed concept. 

 Exfoliation corrosion (EFC): A corrosion form that typically spreads inter-granularly where 

layers of intermetallic particles are formed. Besides H2 bubble activity, cracking phenomena 

occur caused by corrosion products between the layers resulting in AE signals of different 

characteristics, which can assist differentiation from other corrosion forms [1, 12]. 

Moreover, certain alloys are especially prone to EFC which can be valuable a-priori 
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knowledge. Precise localization results, localization density, and signal features can 

potentially provide size information.  

 Stress corrosion cracking (SCC) and corrosion fatigue (CF): Corrosion forms where 

localization results accumulate at certain spots where cracks initiate and grow. Knowledge 

about structural features (e.g., edges) and the loading can help to differentiate from other 

types with similar imaging results, such as crevice corrosion. Moreover, the signals in SCC 

and CF are not only caused by H2 bubble activity, but also by mechanical cracking with 

different AE signal characteristics [21]. Precise localization could give information on crack 

length. 

 Crevice corrosion: A corrosion form where localization results accumulate at crevices. 

Knowledge of joints, material combinations, etc. of the structure is necessary for 

typification. The affected area can be estimated by the spanned area of the localization 

results. The corroded volume may be approximated by localization density and signal 

features. 

 

However, it has to be mentioned that the concept described is currently theoretical and that there 

are several challenges to be solved before implementation. A fundamental challenge is the 

detection of low-amplitude corrosion signals in noisy environments and the accurate localization 

with multiple sensors at specific distances from the corrosion site. This problem is considered most 

critical for uniform corrosion, pitting, and IGC, rather than for EFC, SCC, or CF, where higher-

energy AE signals caused by cracking also occur. Furthermore, an adequate and comprehensive 

knowledge database including AE characteristics of different corrosion forms, corrosion 

localization images and histories, and corrosion-structure interactions needs to be established, 

which is believed to be very costly. 

 

 

4. Conclusions 

 

A SHM concept for the identification of atmospheric corrosion damages on thin-walled aluminum 

aircraft structures by the AE method is presented. Identification in a SHM context is understood 

by the four levels detection, localization, quantification, and typification of a corrosion damage. 

Recent results of the authors’ research group are shortly presented that demonstrate successful 

detection of atmospheric corrosion by AE. The present contribution continues with approaches for 

the localization of AE signals caused by corrosion and subsequent quantification and typification 

of the resulting corrosion damage. Today's AE evaluation methods are not expected to allow 

sufficient quantification and typification of corrosion directly by single detected AE signals. The 

proposed concept potentially solves this issue by combining imaging by high accuracy 

localization, time and frequency domain features of the AE signals, and a-priori knowledge on the 

structural configuration (geometric features, material and material combinations, joints, etc.) and 

loading for a joint quantification and typification of corrosion damages through statistical data 

evaluation, e.g., by machine learning methods. Different corrosion forms are discussed on how the 

type could be classified and size (areal extent and corroded volume) approximation could be 

provided.  

Future research is planned to implement and test TOA estimation and localization algorithms for 

atmospheric corrosion. Experiments shall be designed to investigate the maximum distance 

between sensors and corrosion site so that detection and localization are still possible. Finally, the 

feasibility of the presented corrosion identification concept shall be experimentally demonstrated. 
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ABSTRACT  

 

Strength hardened aluminum alloys as 7075-T6 al are widely used in aeronautical industry due to 

their low density and high mechanical properties. Their specific microstructural composition 

makes them sensitive to corrosion damage at intermetallic particles. Aeronautical parts are often 

submitted to corrosive environments and fatigue loadings. For safety and economic matters, it is 

important to be able to monitor the development of damages during application. In this context, 

Acoustic Emission (AE) is a useful tool to monitor the state of material damage and predict its 

remaining useful lifetime. This work, which is part of a larger European project (Early detection 

and progress monitoring and prediction of corrosion in aeronautic Al alloys through calibrated 

Ultrasonic-CorROSion Sensor application), has for main objective to understand, identify and 

quantify, via AE, how corrosion defects impact the fatigue behaviour of aluminum alloy 7075-T6 

specimens and covered with different types of coatings (top coat, primer and a conversion coating 

obtained by anodizing process). Therefore, tensile-tensile fatigue tests (R𝜎 = 0.1) monitored with 

AE are performed at room temperature on non-corroded samples and on corroded samples. Pre-

corrosion defects are generated by the complete immersion of the samples in an NaCl bath (3.5% 

wt). Pre-corrosion defects tend to decrease the fatigue lifetime of the material tested and create 

damage in the substrate and coatings generating new AE sources. For all types of coated 

specimens, damage indicators based on the AE activity are studied in order to find characteristic 

damage times giving information on the remaining useful lifetime of the material during fatigue 

tests. Characteristic times linked to damage initiation in the substrate and propagation the main 

fatigue crack in the material are defined.  

 

Keywords: Acoustic emission, aluminum alloy, fatigue, pre-corrosion, lifetime prediction.  

 

 

1. Introduction  

   

Strength hardened aluminum alloys as 7075-T6 al are widely used in aeronautical industry due to 

their low density and high mechanical properties. Their specific microstructural composition 

makes them sensitive to corrosion damages [1]. Nevertheless, their microstructural composition 

makes them sensitive to localized corrosion in chloride environment. Corrosion significantly 

reduces the fatigue life of structures [2-6], by up to 60%. To prevent corrosion phenomena 
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occurring at intermetallic particles, different types of coatings are used to cover airplanes 

components. The majority of the coatings used in aeronautical industry are composed of simple 

epoxy painting layers and an oxide layer (ceramic) obtained by anodizing process [2]. It was found 

that anodizing process tends to reduce the fatigue life of the tested materials. This is due to the 

brittle nature of the ceramic coating layer which cracks rapidly during fatigue loadings and acts as 

stress riser on the substrate [7-8] but also due to the pitting defects created during the pickling 

process [9-10]. However, for safety and economic reasons, it is important to find a way to monitor, 

quantify and identify material damage phenomena for airplane components in order to estimate its 

remaining useful lifetime during application. Several non-destructive technics as US or IR 

thermography are commonly used in industry to assess the damage state and evolution of a material 

submitted to cyclic loadings. In this work, we focus on the Acoustic Emission technique to detect 

damage events occurring in the material. The objective is to study, via AE emission monitoring, 

how coatings impact crack nucleation and propagation of 7075-T6 aluminum alloy samples during 

fatigue tests. AE emission is a useful and suitable Prognosis and Health Management (PHM) 

method to monitor damage dynamics during mechanical tests [11-17]. Indeed, when an irreversible 

damage occurs in the material, the resulting elastic wave is recorded by piezoelectric sensors and 

converted by the AE acquisition system into an electrical signal. One of the main objectives of this 

work is to find criteria through AE in order to predict the Remaining Useful Lifetime (RUL) of 

specimens submitted to fatigue tests. To do so, damage indicators based on acoustic energy are 

proposed to estimate the damage state of a specimen and to establish characteristic damage times 

during the tests. 

 

 

2. Material and method 

 

2.1 Fatigue tests 
The aim of the study is to perform tensile and fatigue tests on aluminum alloy 7075-T6 dog bone 

samples covered with different type of coatings combinations. The specific microstructure of this 

material is described in Fig. 1. 

 

a) b)  

 

Fig. 1: Microstructure of aluminum alloy 7075-T6 a) intermetallic particles (SEM micrograph 

BSE) b) grain size (optical micrograph). 

 

The studied samples are covered with coatings composed of combinations of three coating layers. 

The first one is a conversion coating layer (alumina) noted (A) and the two other layers are an 

epoxy painting primer (P) and an epoxy topcoat (T). Two types of specimens are tested in this 

work in order to investigate the effect of coatings on the cracking process of the material: bare 

samples (B) and samples coated with sulfuric acid anodization (SAA) and two epoxy painting 

layers (APT). Dynamic fatigue tests are performed to quantify the impact of coatings on 

mechanical properties (the lifetime-yield strength) and understand the different damage 

mechanisms at stake via AE monitoring.  
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Fatigue tests are carried out at room temperature on a servo-hydraulic MTS fatigue machine with 

a 100 kN load cell. The tests are set at imposed stress with sinusoidal loadings and a stress ratio of 

0.1 (R𝜎=0.1) which is common for aeronautical testing and characterization. The loading 

frequency is fixed at 1Hz and strain is measured with a contact extensometer. The loading values 

(Stress amplitude – mean stress – maximal stress) have been determined after a literature review 

and according to the monotonic tensile tests results. Those values are chosen for the specimens to 

break after about 104 -105 cycles (Fig. 2). The mechanical behaviour of the material is investigated 

with the evolution of the strain amplitude and the secant modulus of the specimens during the tests.  

 

 
 

Fig. 2: Fatigue loadings during the tests in comparison with the tensile properties of the bare 

material. 

 

2.2 Pre-corrosion initiation 

In order to understand the coupled effect of coatings and pre-corrosion defects during fatigue tests, 

some samples are immersed in a corrosive bath (Fig. 3). The bath contains a solution of NaCl 3.5% 

wt. Open circuit potential measurements are performed between the samples and reference 

electrode all along the immersion. The samples were removed from the bath after 150 days. 

Corrosion was detected on the bare specimens but no corrosion was observed for anodized samples 

(AP – APT).  

 

 
 

Fig. 3: Set up for pre-corrosion in a corrosive NaCl 3.5 wt % bath. 
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2.3 Acoustic emission 
AE acquisition is performed with a Mistras PCI2 AE system. For all the tests, two piezoelectric 

sensors (micro80) are placed on the surface of the specimen. The sensors are coupled to the 

material with vacuum grease and maintained by clamps. For each test, the distance between the 

sensors is set at 65 mm. The sensors are connected to the data acquisition system via preamplifier 

with a 40 dB gain and 20-1200kHz bandwidth. Several AE parameters, in time and frequency 

domains, are recorded such as amplitude (dB), absolute energy (aJ), rise time (µs), duration (µs), 

centroid frequency (kHz) and peak frequency (kHz). Damage indicators based on the acoustic 

energy release are defined to investigate the damage dynamics. During fatigue tests, two indicators 

are defined based on the AE activity acquired during loading and unloading phases. RLU (eq.1) is 

the ratio of the cumulated released energy during loading to the cumulated released energy during 

unloading [20]. The damage indicator RH, (eq.2) represents the ratio between the number of hits 

acquired during loading and the number of hits acquired during unloading. 

 

                                                          𝑅𝐿𝑈 =
∑EAE loading

∑EAE unloading

                                                         (1) 

 

                                                                                       𝑅𝐻 =
∑Hits loading

∑Hits unloading
                                                                                       (2) 

 

Several types of observations (microstructure characterization-fracture surface observation) are 

pursued to identify the damage mechanisms occurring in the material during the mechanical tests 

and to interpret the AE results. Each specimen is observed with optical microscopy and SEM after 

failure, mainly to obtain fracture surfaces micrographs and observe crack initiation/growth areas. 

 

 

3. Fatigue tests 

 

3.1 Fatigue tests: non-immersed samples 

The fatigue life of each specimen for stress imposed tensile-tensile fatigue tests is summarized in 

Fig. 4. The fatigue life of anodized specimens (APT) is divided by 3 compared to bare samples. 

This significant decrease in fatigue life demonstrates the detrimental impact of the anodization 

treatment on the fatigue properties of the material. The impact of the coating is noticeable from a 

mechanical point of view, if we consider the evolution of the secant modulus (Fig. 5).  

Bare specimens exhibit a softening/hardening behaviour during the first 30% of their lifetime, then 

the secant modulus stabilizes during material accommodation until failure. The APT specimens 

show a ratcheting effect with a constant decrease of the secant modulus. This is due to the surface 

treatment and the presence of the brittle oxide layer. It might lead to plastic instability and early 

failure of the material. The disparity of results for the different specimens demonstrates the impact 

of coatings on crack nucleation and propagation. For bare, SEM observations appear to show that 

the main crack propagates from a single initiation area often related to an intermetallic failure (Fig. 

6a). As for anodized samples, multiple crack initiation sites are observed and seem to be related to 

cracks and irregularities in the oxide layer (Fig. 6b). For each specimen, AE monitoring allowed 

to identify fatigue stages linked to specific characteristic damage times that could be used to 

quantify the remaining useful lifetime of the material. 

356



 

 
 

Fig. 4: Fatigue lifetimes for specimens with different type of coatings with or without 

immersion. 

 

 
 

Fig. 5: Evolution of the secant modulus for all types of specimen during fatigue tests. 

 

The acoustic activity of bare materials can be divided into 4 distinct stages (Fig. 7 – Fig. 8). The 

first stage (I) is linked to the initiation of micro-cracks at intermetallic particles and to the softening 

behaviour of the material. During this fatigue stage, dislocations movements and pileups are 

responsible for the incubation and nucleation of cracks in intermetallic particles and physically 

small crack initiations in the substrate. This is described by the acquisition of energetic AE sources 

during loading at high stress during the first 10% of the specimen fatigue life. After this time, the 

specimen enters a second fatigue stage (II), where high AE activity is acquired at low stress during 

unloading phases and is correlated with fretting between the surfaces of the substrate and particles 

after the creation of microcracks. This stage is also correlated to the hardening behaviour of the 

material and often occurs between 15-20% of the specimen lifetime. Then, the global AE activity 

stabilizes during a third stage (III) linked to the accommodation of the material where damage 

created during stage I and II grows to form the main fatigue crack. This stabilization of AE activity 

(15-20% of specimen lifetime) is repeatable for all bare specimens tested and can be considered 

as a characteristic damage time to characterize the RUL of the material and anticipate final 
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fracture. From this stabilization time (15-20% of fatigue life), damage is initiated in the material 

and grows to form the main crack. Finally, at 90% of the specimen’s lifetime a restart of AE 

activity is observed during loading phases and characterized by low energetic signals. This AE is 

correlated to the propagation of the main crack until final failure of the material (stage IV). 

 

 
 

Fig. 6: SEM micrograph (SE) of the fracture surface of a) a bare specimen and b) an APT 

specimen after fatigue test. 

 

 
 

Fig. 7: Occurrence of hits acquired during loading (red dots) and unloading (orange dots) for a 

bare specimen submitted to a fatigue test. 

 

 
 

Fig. 8: Evolution of the cumulated AE energy and RH indicator vs number of cycles during a 

fatigue test for a bare specimen. 
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For anodized specimens, the AE results are divided in 3 stages (Fig. 9 – Fig. 10). The first stage is 

linked to the cracking of the brittle oxide layer produced by the anodizing process (large amount 

of AE signals acquired at high stress during loading and before the first 15% of the fatigue 

lifetime). 

This early cracking of the alumina layer generates multiple stress concentration areas. Cracks 

initiated in the coating layer propagates easily in the substrate, owing to the strong adhesion 

between the coating and the substrate. The SEM micrograph of the fracture surface of an anodized 

specimen (Fig. 15) shows multiple crack initiation sites linked to irregularities and cracks in the 

oxide layer. The early creation of these multiple crack initiation sites is one of the reasons for the 

significant decrease in fatigue lifetime of anodized specimens. Stage 2 is related to the growth and 

propagation of the micro-cracks generated during stage 1 and almost no AE activity is acquired. 

At 70% of the specimen’s lifetime there is an important restart of AE activity correlated with a 

drop of the secant modulus until failure of the specimen. This time (70% of fatigue life) is 

repeatable for all tests performed and can be important to consider to predict future failure of the 

material. It is the beginning of a third fatigue stage where the main crack propagates rapidly until 

final fracture of the specimen. We observe that this type of energetic AE activity acquired during 

loading and linked to the main crack propagation does not appear for the bare samples. We can 

suppose that it is related to a synergetic effect of crack growth in the substrate and cracks initiations 

in the coatings (alumina layer). The presence of a brittle surface near the crack tip would assist the 

fracture by continuous initiation process along the interface oxide/substrate. Microcracks 

generated in the alumina layer enhance the cracking mechanism by opening up and propagating 

into the substrate. 

 

 
 

Fig. 9: Occurrence of hits acquired during loading (red dots) and unloading (orange dots) for an 

APT specimen submitted to a fatigue test. 

 

 
 

Fig. 10: Evolution of the cumulated AE energy and RH indicator vs number of cycles during a 

fatigue test (APT specimen). 
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3.2 Fatigue tests: immersed samples 

This last part study the fatigue test results concerning the specimens that were immersed in a 

corrosive bath of 3.5% wt NaCl solution. According to the potential measurements, corrosion was 

mainly detected for the bare material. A decrease in fatigue lifetime is noticed concerning the 

immersed bare samples (bare IS) (Fig. 4), which is mainly due to the presence of corrosion defects 

that acted as stress raisers and produced early crack initiation sites that led to a global decrease in 

fatigue life (Fig. 13a). Compared to bare non-immersed samples (bare NIS), less AE hits are 

acquired during all fatigue lifetime of the bare immersed specimen (Fig. 11). Here, the main crack 

is early initiated at a corrosion defect and all the stress concentration is focussed at the crack tip, 

resulting in an overall decrease of intermetallic particles cracking and micro-cracks initiations 

along the gauge length of the specimen. This would led to a global decrease of AE activity. A 

minimal value of the RAE indicator is reached between 50-70% of fatigue lifetime and is 

repeatable for all specimens tested (Fig. 12). This specific time area could be used in order to 

quantity the RUL for immersed samples with corrosion defects. 

 

 
 

Fig. 11: Cumulated AE activity for bare specimens with (grey) or without (blue) immersion. 

 

 
 

Fig. 12: RAE indicator evolution during fatigue lifetime for a bare specimen immersed in a 

corrosive bath. 
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a)        b)  

 

Fig. 13: Crack initiation area for a) a bare specimen and b) an APT specimen immersed in a 

corrosive bath: corrosion defects (SEM, BSE mode). 

 

Concerning APT specimens, it seems that the immersion process does not impact their fatigue 

lifetimes (Fig. 4). This is explained by the absence of corrosion defects on the substrate. The oxide 

layer (SAA) provides a good protection against the corrosive environment, the electrolyte was 

never in contact with the aluminium substrate (Fig. 13b). 

In another hand, the AE activity for immersed APT samples is completely different compared to 

non-immersed APT samples. Indeed, much more AE signals are acquired for immersed samples 

(20000 hits for immersed samples and around 5000 for non-immersed samples), for a comparable 

fatigue lifetime (Fig. 14). The solution might change the inner microstructure of the oxide layer, 

this would affect the cracking process of the oxide layer during fatigue tests. 

The hits acquired are highly energetic and located on all the specimen gauge length (Fig. 14 – Fig. 

15). They are the signature of a diffuse damage of the oxide layer before failure of the sample.  

The study of the RAE indicator allows to anticipate the failure, with an early restart of the AE 

activity at 30% of the fatigue lifetime until failure of the material (Fig. 16). This type of AE activity 

is repeatable for all specimens tested and might be used as a characteristic damage time for 

immersed samples. 

Those results show that the environment can have significant impacts on the properties of the 

substrate and the coatings. This is important to consider in order to perform real time damage 

monitoring and perform lifetime prediction with AE. From an environment to another the AE 

activity related to the damage processes in the substrate and the coatings changes completely. 

 

 
 

Fig. 14: a) Cumulated AE hits and events for an APT specimen with (black) and without (red) 

immersion. 
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Fig. 15: Location of the AE events acquired on the gauge length of an APT immersed specimen. 

 

 
 

Fig. 16: Evolution of the RAE indicator during fatigue lifetime for an immersed APT specimen. 

 

 

4. Conclusions 

 

The present article investigates via AE monitoring the impact of different coating layers on crack 

initiation and propagation during mechanical tests for Al 7075-T6. In the last part, this work also 

investigates the coupled impact of coating and immersion in a corrosive environment during 

fatigue tests. Bare samples and samples coated with sulfuric acid anodization and the two epoxy 

painting layers (APT) are studied. Dynamic fatigue tests have been performed on all the 

specimens. Coatings are important parameters to consider when monitoring material damage, 

given their impact on the mechanical properties and the possible creation of additional damage 

mechanisms, sources of AE. For anodized specimens, the acquired AE signals mostly come from 

cracking of the oxide layer. 

The coatings have a major impact on fatigue behaviour and lifetime of the material. The AE results 

are used to identify the fatigue stages of the material and understand the main characteristics of 

crack initiation and propagation for all types of specimens. The AE base damage indicators studied 

to quantify the damage state of the specimens allowed to find characteristic damage times that 

could be used to quantify the RUL of the material and anticipate failure. For all types of samples, 

those times are mainly linked to the initiation of micro-cracks in the substrate and the propagation 

of the main fatigue crack. The propagation of the main crack does not create energetic AE activity 

for 7075-T6 aluminum alloy and is only detected in the last cycles of the test. On the other hand, 

AE is very relevant concerning the anodized specimens, it is noticeable that the main crack growth 

process creates an important and energetic AE activity which is linked to a synergetic effect 

between the crack advancing in the substrate and the creation of cracks in the oxide layer. 

AE is also used to quantify the impact of a corrosive environment (NaCl 3.5 wt%) on the damage 

processes in the substrate and the coatings. For specimens immersed in the corrosive bath, only 

the bare specimens are corroded by the solution. This induce a decrease in fatigue lifetime due to 

an early crack initiation at corrosion defects. For the immersed bare material, a characteristic 

damage time linked to the minimum value of the RAE indicator is found at around 50% of the 

lifetime for all specimens. Concerning the immersed anodized samples, no impact on fatigue life 
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is observed, the substrate is protected by the oxide layer and no corrosion defects are observed. 

The larger AE activity during fatigue tests for APT immersed samples are linked to changes in the 

oxide microstructure in contact with the corrosive solution. The study of the RAE indicator allows 

to anticipate failure for immersed APT specimens, with a characteristic damage reached for all 

samples at 30% of the fatigue lifetime. Those results underline that environment is an important 

parameter to consider in order to perform AE damage monitoring. 
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ABSTRACT 

 

Characterization of acoustic emission (AE) signals in loaded materials can reveal structural 

damage and consequently provide early warnings about product failures. Therefore, extraction of 

the most informative features from AE signals is an important part of the characterization process. 

This study considers the characterization of AE signals obtained from bending experiments for 

biocomposite and glass fiber epoxy (GFE) composites at room temperature and low temperature. 

For the acquisition of AE signals, fiber optic sensors (FOS) are used that can outperform classical 

electrical sensors under challenging operational environments. In this paper, we propose the 

extraction of deep features using different machine learning methods. The deep features are 

compared with extracted standard AE features. Then, the different feature sets are analyzed 

through discriminant analysis, neural networks, and extreme learning machines, combined with 

feature selection, to estimate the predictive potential of various feature sets. The proposed signal 

processing structure is focused on the classification of AE signals to recognize the source material, 

evaluate the predictive importance of extracted features, and evaluate the ability of used FOS for 

evaluation of material behavior under challenging low-temperature environments.  

 

Keywords: Polymer composites, fiber optic sensor, biocomposites, GFE composites, acoustic 

emission, deep feature extraction. 

 

 

1. Introduction  

   

Composite materials are increasingly used in lightweight transportation systems and civil 

engineering due to increasing weight constraints and installation costs. In the case of transportation 

systems such as in the aerospace and automobile industries, the use of composite materials reduces 

the weight, which is reflected in increasing the transportable load and reducing fuel consumption, 

and therefore the mechanical performance of the material is a very important and desired attribute. 

The use of fiber-reinforced polymer (FRP) composites is somewhat limited due to the possibility 

of sudden damage under load. Damage mechanisms in FRP are heterogeneous in that they often 

begin in-depth and then propagate at different length scales (micro-, meso-, or macroscales). In 

addition, the composite constituents (fiber, matrix, and interfacial bonding), and the applied 
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mechanical load (stress level of the loading sequence, stress ratio) influence the damage evolution 

[1,2]. This aggravates the development of damage-tolerant design procedures like those used for 

metallic materials. In polymer composites, this is mostly related to the development of 

experimental techniques that can monitor material behavior and offer real-time information about 

damage evolution [3].  

Performance improvement is the main goal of nowadays industries. The need for efficient, 

competitive processes allows for clear material characterization, the development of cutting-edge 

technologies and, innovative scientific approaches to nowadays demands. Moving forwards means 

having solid foundations to face new challenges. Industries need efficient materials to operate in 

harsh environments and conditions and to be monitored continuously with the highest accuracy, 

precision, and repeatability. The acoustic emission technique has been applied to materials 

research, non-destructive evaluation (NDE), and structural health monitoring. AE is a non-invasive 

technique that allows damage detection in materials and tracks their evolution in real time. Events 

such as cracks, delamination, corrosion, and debonding release energy in the form of high-

frequency elastic waves which travel across materials. By measuring such elastic waves, AE 

sensors allow detection and locate faults in complex structures. The formation of cracks in 

engineering structures results in the generation of transient acoustic (or elastic) waves throughout 

the structure. This phenomenon is called acoustic emission, and it can occur in many different 

types of materials, namely metal, concrete and composite structures.  

Electrical AE systems use piezoelectric sensors to acquire these high-frequency acoustic waves. 

However, piezoelectric sensors have some limitations that narrow down their application in harsh 

environments. This is because a standard piezoelectric sensor has a limited operating temperature 

and is not usually suitable for cryogenic or high temperatures without protection, and it is not 

robust against, nuclear radiation and electromagnetic interferences. In such a context, fiber optic 

transducers have been investigated through the years as a possible solution. Thanks to their passive 

nature, fiber optic sensors (FOS) can outperform electrical sensors in challenging operational 

environments [4].  

During composite loading, several damage mechanisms occur almost simultaneously, which 

creates a scientific challenge to assign a specific set of AE signal features to a particular damage 

mechanism. This is now most frequently solved with pattern recognition [5,6]. Tang et al. [7] used 

a sequential feature selection method based on a k-means clustering algorithm for the classification 

of AE signals in wind turbine blades loaded in the flap-wise direction. The visualization of clusters 

in peak frequency−frequency centroid features is used to correlate the clustering results with 

failure modes. Hamdi et al. [8] used the Hilbert–Huang transform to extract frequency descriptors 

based on intrinsic mode functions for k-means pattern recognition for unidirectional GFRP during 

three-point bending. Nair et al. [9] used an unsupervised k-means clustering method with a neural 

network based on a multi-layer perceptron (MLP) and support vector machine (SVM) algorithm 

for pattern recognition in CFRP retrofitted RC beams. 

Automatic extraction of the intrinsic characteristics of signals based on deep learning is becoming 

increasingly popular. Extraction from the time-frequency domain enables the model to learn 

features, that more comprehensively reflect the intrinsic characteristics in the signal compared to 

features extracted from the time and/or frequency domain [10]. The clarity of high-fidelity 

characterization would enable an understanding of the local structural drivers of the damage 

response of composites [11]. In addition, a single methodology framework, which can be extended 

not only to various applications, conditions (i.e., industries), and configurations (test materials, 

data acquisition setups) but even broadly in different engineering domains, can be even more 

readily adopted [12]. For example, for milling tool wear condition monitoring, a stacked spare 

autoencoder has been utilized as a feature learning method [13]. The feature value extracted by the 

traditional method is obtained by manual construction and requires certain professional knowledge 

[14,15], while deep learning is used to establish a network model, allowing the network to 

automatically learn features, avoiding the loss of signals in the time and frequency domains during 

the manual feature extraction [16]. 
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2. Material and methods 
 

In the research, we used flax biocomposite specimens with a total of eight plies of twill weave flax 

fabrics. The specimens of 20 x 4 x 200 mm in size were water-jet cut out of the plate of 300x300 

mm. Besides biocomposite specimens, we used pultruded glass fiber epoxy GFE composite of the 

same dimension 20 x 4 x 200 mm.   

 

2.1 Experimental setup 

For the loading of composites we used a 3-point bending test on a Messphysic loading machine 

with a span of 80 mm and the loading pin with a diameter of 8 mm. Bending tests were performed 

at room temperature and a low temperature of -80 °C was achieved in climatization chamber. We 

used a 4-channel OptimAE system with 2 optical AE sensors (version 05) with a resonance 

frequency of 215 kHz. An optical AE acquisition system can collect signals down to cryogenic 

temperatures. The operating principle of the OptimAE system is based on interferometry, where 

the differential change in the path length of two optical fibers due to the acoustic wave is detected 

with high sensitivity. The fibers in such a setup are densely coiled in a package inside the AE 

sensor. The sensitive coil is attached to the surface of the specimen, with the metallic mandrel in 

direct contact with the structure for optimum transmission of the acoustic wave to the fibers. This 

is causing the stretching of the fibers on the coil, and the resulting interferometric signal is 

transferred to the OptimAE box. This offers signal acquisition, demodulation of the AE signal, 

and computer communication with OptimAE software. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Fiber optics sensor system OptimAE. 

 

2.2  Feature extraction 

Features used in the analysis were extracted from time and frequency domains, which are often 

used to classify damage mechanisms in polymer composites. These features are henceforth 

referred to as “standard features”, whereas features extracted using CAE are referred to as “deep 

features”. Extracted standard features with designations are: a1 - peak amplitude [nm], a2 - burst 

signal duration [µs], a3 - burst signal energy [au], a4 - burst signal rise-time [µs], a5 - spectral 

centroid [Hz], a6 – Counts [/], a7 - RMS value [µV], a8 - frequency of the max. amplitude of 

Fourier transformation [Hz], a9 - frequency of the max. amplitude of continuous wavelet 

transformation [Hz], and partial powers of Fourier spectrum in different frequency spans [/]:  

a10 – 0-75 kHz, a11 – 75-150 kHz, a12 – 150-300 kHz, a13 – 300-475 kHz. The convolutional 

autoencoder (CAE) presented in this section is designed to extract “deep features”. These features 

are extracted automatically during the CAE training phase. Deep features do not have physical 

meaning but are designed to minimize information loss of the input-output mapping of the CAE. 

Deep features (denoted as d1, d2, … [/]) were extracted from continuous wavelet transform 

(complex Morlet wavelets) scalograms using a convolutional autoencoder (CAE) [17]. Matrix-

wise standardization was used in the pre-processing stage.  
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The structure of the convolutional autoencoder for deep feature extraction is depicted in Fig. 2. 

Model input is a 2-D matrix of size 48 × 432, which is, before any computations, split into four 

stripes of 12 × 432 matrices. The subsequent layer operations are performed separately and 

independently (without parameter sharing) on each of the stripes. Two convolutional layers (filter 

dimension 3 × 5, ReLU activation and strides 1, 3) and 2 × 2 max-pooling layers (C+P layers) with 

a stride of 2 were used. Then, all of the resulting output feature maps were concatenated back into 

one merged feature map. A single convolutional layer (filter dimension 3 × 3, ReLU activation 

and strides 1, 1) and a 2 × 2 max-pooling layer with a stride of 2 follow. The resulting 2-D feature 

map is flattened to 1-D and connected to three fully connected layers—FCL 1, FCL 2, and FCL 3. 

These layers complete the CAE’s encoder used to extract deep features after the whole model (with 

decoder) has been trained. The number of neurons set in FCL 3 translates to the dimensionality of 

the feature vector, which encodes each scalogram as a specific series of numbers—deep features. 

 

 
 

Fig. 2: Convolutional autoencoder (CAE) for deep feature extraction. 

 

To construct the classifiers of features extracted from AE signals we used different classification 

methods that are neural networks (NN), discriminant analysis (DA), and extreme learning 

machines (ELM). To select the most informative extracted AE features and to provide an 

estimation of generalization performance we used the forward feature selection (FFS) procedure 

and 5-fold cross-validation (CV). Fig. 3 shows the classification accuracy of correctly classified 

samples regarding the used sample material for included features with the use of the ELM model. 

The results are shown separately for standard, combined, and deep features. The unsupervised 

extraction process shows that the combination of standard and deep features achieves better 

classification accuracy than standard or deep features alone. The classification accuracy of the 

combined features reaches up to 79,9 % while the standard and deep features up to 74 and 67,2 %. 
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Fig. 3: Classification accuracy for the extreme learning machine (ELM) classification method.  

 

 

3. Conclusions 

 

In this paper, the research was designed to investigate the AE signals at biocomoposits and GFE 

composites during bending of the specimens. OptimAE sensors, developed and commercialized 

by Optics11, were used for the acquisition of AE signals. FOS is configured in a Michelson 

interferometry setup and has the ability to withstand lower temperatures than conventional PZT 

sensors. The evaluation of the performance of a deep convolutional autoencoder (CAE) in 

providing informative features for the classification and characterization of AE signals is 

described. For the analysis different machine learning (ML) methods were used. Among them are 

discriminant analysis (DA), neural networks (NN), and extreme learning machines (ELM). ML 

methods were used for the construction of classifiers of extracted AE features of acquired signals. 

The most informative extracted features were selected with the forward feature selection (FFS) 

procedure and 5-fold cross-validation (CV). The described processing structure for AE signals 

offered a classification of AE signals with the ability to classify source material of stressed 

specimens. The unsupervised extraction process shows that the combination of standard and deep 

features achieves better classification accuracy compared to standard or deep features alone. The 

results also confirm the ability of used FOS for predictive monitoring of FRP composites in 

challenging conditions with low temperatures. 
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limited sensitivity, and bulky sensor size.
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ABSTRACT 

 

The method of acoustic emission (AE) allows the detection of damage initiation and growth in 

composites due to its high sensitivity. However, for the same reason, AE signal acquisition can 

easily be disrupted by ambient noise. A significant source of noise is the testing machine itself. In 

this contribution, the qualification of different types of testing machines to perform material testing 

in combination with AE measurements is investigated. For this purpose, quasi-static tensile tests 

of ±45° carbon fiber-reinforced epoxy specimens are conducted on a static, an electro-dynamic 

and a servo-hydraulic machine. Static and electro-dynamic machines in the used setup seem to 

have no influence on AE data acquisition. Contrary, AE data acquisition on the servo-hydraulic 

machine proves difficult. Measures, such as increasing the threshold for detection or using a high-

pass filter to reduce noise have a detrimental effect on data acquisition, since desired signals are 

discriminated as well.   

 

Keywords: Acoustic emission, fiber-reinforced polymers, test engineering, background noise. 

 

 

1. Introduction 

 

Due to their composition, fiber-reinforced polymers (FRPs) exhibit a series of complex, 

microscopic damage mechanisms, e.g. matrix cracking, fiber-matrix debonding or fiber breakage, 

when being loaded. In order to be able to predict and model their behavior during service life the 

understanding of damage evolution is of high interest [1]. 

The method of acoustic emission (AE) allows the detection of damage initiation and growth. Each 

formation of new microscopic damage results in the generation of an elastic wave. This excited 

wave propagates through the material until it reaches a sensor, where it is converted into a transient 

AE signal. These signals then can be analyzed to gain information about the underlying damage 

mechanisms [2, 3]. 

So far, the application of AE for damage detection in FRPs mainly focused on quasi-static testing 

[4, 5]. Even though the characterization of damage evolution during fatigue loading is of similar 

importance, there are still some obstacles which need to be overcome. For one thing, AE data 

acquisition during fatigue loading tends to yield an excessive amount of data, which is difficult to 
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handle. Apart from that, noise originating from servo-hydraulic testing machines, which are 

mainly used for fatigue testing, disturb AE data acquisition originating from material damage [5, 

6]. Usually noise is a continuous source of AE and overlaps the transient signals. If the noise 

exceeds the set threshold for triggering signal recording, transient signals from damage in the 

material can no longer be discriminated. 

In this contribution AE measurements during quasi-static tensile loading of carbon fiber-reinforced 

polymer (CFRP) specimens on different types of testing machines were performed. The influence 

of background noise generated by the drive of a static, an electro-dynamic, and a servo-hydraulic 

testing machine on AE data acquisition is investigated. The performed tests serve as a preliminary 

study to investigate the qualification of each testing machine. Potential measures to minimize noise 

from the testing machine in order to be able to exclusively detect signals originating from damage 

inside the material are discussed as a further consequence. 

In addition, the algorithm of HDBSCAN (hierarchical density-based spatial clustering of 

applications with noise) is applied to one exemplary AE dataset, followed by a simplified 

interpretation of the identified clusters. 

 

 

2. Experimental 
  

2.1 Material and specimen preparation 

Specimens were cut from a carbon fiber-reinforced epoxy laminate with a fiber volume content of 

approximately 55 % and a layup of (+45°, -45°)2s. For the matrix, EPIKOTETM resin MGS® 

RIMR135 and EPIKURETM curing agent MGS® RIMH1366 by Momentive (Esslingen am 

Neckar, Germany) were mixed in a ratio of 100:30 (weight proportion resin:curing agent). Carbon 

fibers are of type HS 15-50/250 by G. Angeloni srl (Quarto d’Altino, Italy). The laminate was 

manufactured in a vacuum assisted resin transfer molding process. Thereby, curing was performed 

at 80 °C for 5 h. 

Specimen dimensions for tensile testing were 200 x 20 x 2 mm3. Shafted aluminum tabs of 1 mm 

thickness and 50 mm length were glued to the specimens on each side. This resulted in a gauge 

length of 100 mm. 

 

2.2 Testing equipment and parameters 

Quasi-static tensile tests were performed on three different testing machines. Table 1 gives an 

overview on the used equipment. All tensile tests were performed with a crosshead speed of 2 

mm/min. 

 

Table 1: Overview on testing machines and equipment used for the tensile tests. 

 

TESTING MACHINE 

TYPE  

TESTING MACHINE 

DESIGNATION 

LOAD CELL CLAMPING 

JAWS 

Static (spindle drive) 

Z250 

by ZwickRoell GmbH & Co. 

KG (Ulm, Germany) 

20 kN pneumatic  

Electro-dynamic  

ElectroForce® 3550-AT 

by Bose Corporation – 

ElectroForce Systems Group 

(Minnesota, USA) 

15 kN mechanical  

Servo-hydraulic  

MTS 831.50 

by MTS Systems Corporations 

(Minnesota, USA) 

15 kN mechanical 
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The used AE system is by MISTRAS Group Inc. (Princeton Junction, USA). For each 

measurement two broad band (WD) sensors were mounted to the specimen using silicone free 

vacuum grease as coupling medium and spring clamps for mounting. The distance between the 

sensors amounted to approximately 75 mm, as shown in Fig. 1. Additionally, each sensor was 

connected to a 2/4/6 preamplifier with a gain of 40 dB and a 20 - 1200 kHz bandpass filter. The 

software AEwinTM by MISTRAS Group was used for data acquisition and evaluation of the 

amplitude over duration plots. For evaluating the rest of the features, the software nAExtor by 

BCMtec GmbH (Augsburg, Germany) was used. 

For AE data acquisition the threshold was set to 40 dBAE and a sampling rate of 5 MHz was chosen. 

The maximum duration for one hit was limited to 100 ms. The following values were chosen for 

the AE timing parameters: 

 Peak definition time (PDT): 50 μs 

 Hit definition time (HDT): 100 μs 

 Hit lockout time (HLT): 300 μs 

 

 
 

Fig. 1: Test setup for tensile tests with WD sensors mounted to the specimen.  

 

2.3  Data treatment for clustering 
Prior to clustering the selected features were normalized according to equation (1) in order to scale 

all feature vectors x between -1 and 1 (x̅ represents the mean value). Normalization avoids size 

dependent influences, when absolute feature values have different orders of magnitude.  

 

 𝑥𝑛𝑜𝑟𝑚 =  
𝑥 − �̅�

max (𝑥 − �̅�)
 (1) 

 

Clustering was performed in Python 3.8 using the “hdbscan” package [7]. Minimum number of 

points per cluster was set to 5 and minimum number of samples for the density evaluation was set 

to 20. The remaining parameters were kept at their default values. A detailed description of 

HDBSCAN can be found in [8]. After clustering the normalized features were rescaled to their 

original values. 

 

 

3. Results and discussion 

In this section the detected AE parameters from the tensile tests on the different types of testing 

machines are presented. Based on the outcome, potential measures to reduce or eliminate noise are 

discussed. 
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3.1 Presentation of AE data 

Fig. 2 shows a selection of AE parameters measured during tensile loading of the ±45° CFRP 

specimens on the three different testing machines. Red curves or data point represent features 

evaluated from signals detected at sensor 1 (Channel 1) and blue curves or datapoints signal 

features detected at sensor 2 (Channel 2). The chosen AE parameters are the cumulative AE hits, 

representing AE activity, the AE signal amplitude, representing the intensity of the detected signals 

and moreover AE signal peak frequency. Peak frequency represents the frequency with the highest 

contribution in the frequency spectrum. 

Cumulative AE hits detected during tensile loading of the specimens on the static and electro-

dynamic testing machine show the typical exponential increase, reflecting damage growth 

proportional to the already existing amount of damage [3]. The onset of the cumulative hit curve 

in both cases correlates with a change of slope of the force-curve, indicating damage initiation. 

During both of the presented examples the specimen failed closer to sensor 2, which correlates 

with the higher amount of AE hits detected at sensor 2, respectively. 

Signal amplitudes increase over the experiment, as occurring damage events intensify and finally 

result in catastrophic failure. 

 

 
 

Fig. 2: Cumulative AE hits, AE signal amplitude and peak frequency acquired during tensile 

loading of a ±45° CFRP specimen on a) the static, b) the electro-dynamic and c) the servo-

hydraulic testing machine. 

 

During tensile loading on both, the static and the electro-dynamic testing machine, AE signal peak 

frequencies appeared in the same ranges. Thereby low-frequency dominated AE signals, being 

correlated with matrix cracking in literature [2], already arise shortly after load application. High-

frequency dominated AE signals tend to arise later during the tensile test and usually are correlated 

with mechanisms such as interfacial failure (fiber-matrix debonding) or fiber breakage [2]. 
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This observation is confirmed by the growth of the found clusters over the experiment. HDBSCAN 

was applied to the features peak frequency and partial power 2 (power percentage in the frequency 

region of 150 – 300 kHz in %) of the AE data acquired during tensile loading of a specimen on 

the static testing machine. Fig. 3 a shows the found clusters and Fig. 3 b the relative occurrence of 

those clusters over the experiment. Cluster 2 and 3 with the lower peak frequencies are active from 

a very early stage of the tensile test. Cluster 0 and 1, located at higher peak frequencies, start to 

grow later when approximately 40 % of the failure load is reached. All clusters show exponential 

growth. It has to be noted that data points marked as “not assigned” represent hits that could not 

be associated with a certain cluster by this specific algorithm with the selected parameters. 

 

 
 

Fig. 3: Result of clustering of AE data acquired during quasi-static tensile loading of a ±45° 

CFRP specimen on the static testing machine with HDBSCAN a) Found clusters in the selected 

feature space b) Relative size of the found clusters over the experiment. 

 

Cumulative AE hits detected during tensile loading of a representative specimen on the servo-

hydraulic testing machine are clearly dominated by noise, which explains the linear increase of 

cumulative AE hits. Sensor 2 was located at the side of the specimen closer to the moving piston. 

The smaller number of AE hits detected at this sensor, is explained by the long duration of the 

detected signals, blocking triggering of new hits. 

Fig. 4 shows the AE signal amplitude over duration plots during tensile loading of a specimen on 

the static and servo-hydraulic testing machine for each sensor. During loading on the static testing 

machine, signal duration was below 500 µs for most signals at both sensors and only a few signals 

exceeded this duration. At sensor 2 during tensile loading on the servo-hydraulic testing machine 

signal duration for most signals amounts to 100,000 µs, which is the maximum allowable duration 

specified for a single hit. Signals originating from the servo-hydraulic drive need to travel a longer 

way through the specimen to reach sensor 1 and therefore suffer more from attenuation compared 

to signals recorded at sensor 2. Hence, they are of shorter duration on the one hand and of lower 

amplitude on the other hand. The AE signal amplitude distribution depicted in Fig. 2 implies, that 

the average amplitude level is around 55 dBAE at sensor 2 and between 40 and 50 dBAE at sensor 

1. 

Analysis of the frequencies of the detected signals leads to the conclusion that the servo-hydraulic 

testing machine generates noise signals with dominating frequencies of 50 and 100 kHz. This can 

clearly be observed from the peak frequency over time plot (see Fig. 2 c), where data points extend 

over the whole experiment at these two frequency levels. There are only a few signals with higher 

frequencies dominating. 

 

375



 

 
 

Fig. 4: AE signal amplitude over duration acquired during tensile loading of a ±45 ° CFRP 

specimen on a) the static and b) the servo-hydraulic testing machine (sensor 1 in blue, sensor 2 in 

red). 

 

The problem with noise disturbing AE signal recording during testing observed at the servo-

hydraulic testing machine clearly stands out by having a closer look at the detected waveforms. In 

Fig. 5 on the left side a typical waveform originating from a damage event is depicted. It was 

recorded during tensile testing on the static testing machine. After not exceeding the threshold for 

100 µs (HDT) the waveform ends. On the right side a typical waveform detected during loading 

the specimen on the servo-hydraulic testing machine can be seen. There is mainly noise overlapped 

by five transients that are collected in one hit. The system does not "recognize" and resolve these 

transients because the threshold is triggered by noise at short time intervals. 

 

 
 

Fig. 5: Representative AE waveform acquired during tensile loading of a ±45° CFRP specimen 

on a) the static and b) the servo-hydraulic testing machine. 
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3.2 Elimination of noise 

In terms of noise, one would obviously prefer the static or electro-dynamic testing machine. 

Nevertheless, in the following section, measures to reduce noise of the servo-hydraulic machine 

and their effects on detected AE parameters are discussed, since for fatigue testing this type of 

machine is more widely used.   

In order to discriminate transient signals from noise the simplest approach is to increase the 

threshold level. In case of the test setup of the hydraulic testing machine, threshold would have to 

be set to 55 dBAE. Obviously signals with a low intensity get lost in doing so.  

Based on the outcome of frequency analysis, the application of a high-pass filter constitutes a 

further option. Since there are damage signals detected at the static and electro-dynamic machines 

within the same frequency ranges as the noise of the servo-hydraulic machine the application of a 

suitable high-pass filter will eliminate these low-frequency signals as well. 

To show the effects of these two considerations, the aquired AE data was evaluated again with a 

threshold of 55 dB and a high-pass filter of 150 kHz. Results are presented in Fig. 6. Due to the 

stated problem that often more than one transient signal is contained in a hit (see Fig. 5), some 

signals get lost, since only one transient signal can be evaluated per hit. For that reason, the number 

of remaining signals is reduced, especially at sensor 2. If these considerations already are 

implemented during the process of acquisition, obviously each transient signal is detected 

separately. Regardless, the effects can be shown and are as expected. The originally linear increase 

of cumulative hits now shows the typical exponential increase for both evaluations, which reflects 

the elimination of noise. 

 

 
 

Fig. 6: Cumulative AE hits, AE signal amplitude and peak frequency acquired during tensile 

loading of a ±45° CFRP specimen on the servo-hydraulic testing machine a) evaluated with a 

threshold of 55 dBAE b) evaluated with a high-pass filter of 150 kHz. 

 

In order to preserve low-frequency and low-intensity damage signals, noise from the machine 

needs to be attenuated before reaching the specimen. This could be achieved by incorporating a 

damping element acting as a high-pass filter between the source of noise and the specimen. An 

easily accessible position would be the clamping jaws. Noise could be eliminated by attaching a 

damping material between grips and specimen. However, care must be taken that required axial 

loads or displacements can be introduced to the specimen properly without significant shear 

deformation of the damping elements or slipping of the specimen. 
A common method to exclusively acquire data originating from a certain section of the specimen, 

that also needs to mentioned in this context, is the application of a Δt-filter. The difference in 

arrival time of an AE event at the sensors is used to sort out unwanted signals from outside the 
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region of interest [2]. For the above described example Δt-filtering is not applicable, since the 

unwanted signals in this case are continuously present. Transient signals originating from damage 

inside the specimen only occur as random overlaps and their time of arrival is not known by the 

system. 

 

 

4. Conclusions 

 

AE measurements during quasi-static tensile loading of ±45° CFRP specimens on a static, an 

electro-dynamic and a servo-hydraulic testing machine were performed to investigate the influence 

of machine noise on AE data acquisition. Detected AE signals during loading on the static and 

electro-dynamic machines had the typical shape of bursts originating from damage events. Signals 

detected during loading on the servo-hydraulic testing machine were dominated by noise. Burst 

signals could not be separated from the continuous noise signal with the selected settings for AE 

data acquisition. Threshold would have to be increased from the originally selected 40 dBAE to 55 

dBAE, having the effect of losing hits with low amplitude. The application of a high-pass filter to 

eliminate noise on the other hand would filter low-frequency burst signals originating from 

damage appearing in the same frequency range (< 150 kHz), which were observed during 

experiments on the static and electro-dynamic testing machines.  

One approach discussed to eliminate noise without losing desired signals is the integration of a 

suitable damping element between the source of noise and the specimen, e.g. directly between 

clamping jaws and specimen. 
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ABSTRACT 

 

The acoustic emission (AE) method enables real-time monitoring of damage initiation and 

progression. Recently, AE analysis using machine learning has become widely popular; however, 

the AE source location is often located manually to ensure reliability and accuracy. It is desirable 

to ensure the AE source location is fully automated with high accuracy when used for machine 

learning and other applications, or in a situation that generates huge amounts of AE signals. This 

study proposes a novel AE source location method that can accurately and automatically locate 

AE sources. First, a wavelet transform was applied to an AE signal to extract the wavelet 

coefficient of a specific frequency. Then, the Akaike information criterion is applied to the time 

transient of wavelet coefficient to identify the initial wave arrival time. The localized AE source 

accuracy of the method is compared with a conventional method. The result of the verification, 

comparing source location error is nearly same with manual initial detection and the developed 

method. In addition, about 30 times faster than the conventional visual method. Thus, the 

developed method is an excellent AE source location method in terms of both accuracy and speed 

of analysis. 

 

Keywords: Acoustic emission, source location, wavelet transform, Akaike information criterion. 

 

 

1. Introduction 

   

The acoustic emission method is a nondestructive testing technique to detect the initiation and 

propagation of damage in real time. The source location method is one of the methods for 

analyzing AE signals, which uses multiple sensors to identify the location of the AE source 

depending on the difference in the arrival times of the signals detected by the sensors. This analysis 

method enables real-time monitoring of AE signal initiation and propagation locations.. 

Furthermore, it is possible to correctly locate the AE sources by manually determining the initial 

wave arrival time of each AE waveform. However, considering it is difficult to manually check 

waveforms, an automatic analysis method is required in an environment that generates huge 

amounts of AE signals. Additionally, in recent years, AE analysis using machine learning has 

become popular; however, it requires full automation. Since then, several methods have been 

developed to automatically determine the arrival time of AE signals. 

There are several ways to locate the AE source location, such as using the Akaike information 

criterion (AIC) [1-3], wavelet transforms [4, 5], mode or frequency wave speed differences [6-8], 
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machine learning [9, 10], etc. [11-13]. AIC is used in various fields to identify the initial arrival 

time of waveforms [14-16] and the initial arrival time of AE signals [17]. However, for small AE 

signal waveforms, the initial wave part is hidden in noise, owing to which the rise time cannot be 

measured correctly [18]. The time-frequency information of AE is essential [19-22] for both metals 

and composite materials [23]. However, when the wavelet transform is used, the wavelet 

coefficient peak is often used as a reference; however, errors are likely to occur due to reflected 

waves for objects with complex shapes. Additionally, methods such as machine learning require a 

learning process and parameter settings when used in different situations [10]. 

Furthermore, there are methods that can be used with anisotropic materials such as composites 

[24-30], although they are limited compared to isotropic materials. Many methods for calculating 

the source location in anisotropic materials use frequency whose propagation velocity does not 

depend significantly on the angle of AE source and sensor location. However, the frequency of 

use is limited considering the available frequency based on the situation. 

This study proposes a novel AE source location method with high accuracy that functions 

automatically under various conditions by using AIC and wavelet transform. The proposed method 

was first used to evaluate the calculated location accuracy by using an artificial AE source. The 

accuracy of the developed method was then compared to the conventional method. 

 

 

2. Experimental method for AE source location accuracy using an artificial AE source and 

the developed method 

 

2.1 Experimental setup 

Fig. 1 shows the experimental setup. Four AE sensors were placed in the center of a 2 mm thick 

aluminum plate (A1100P, L × W = 1000 × 400 mm) in a 300 × 300 mm area. Artificial sources 

(Hsu-Nielsen Source) were excited at 50 mm intervals between the sensors. Artificial AE signals 

were excited five times at each source position and selected two AE signals at random for 

verification. Three types of resonant AE sensors (PAC: PICO, R15α, and R50α) were used, as 

shown in Table 1. Herein, we evaluated the accuracy of different positioning methods and the 

differences in the accuracy of the sensors used. 

 

 
 

Fig. 1: Experimental setup for comparing the source location accuracy produced  

by pencil lead breaking. 
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Table. 1: Resonant frequency and size of sensors. 

 

MODEL 
RESONANCE FREQUENCY 

[KHZ] 

CONTACT AREA 

(RADIUS [MM])  

PAC, PICO 450 2.4 

PAC, R50α 500  8.7 

PAC, R15α 150  8.7 

 

2.2 Developed Algorithm for AE source location 

Fig. 2 shows the algorithm of the proposed source location method. As an example for describing 

the method below, we used the pencil lead breaking AE input at (x, y) = (-50.0,50.0) with the 

PICO sensor locating at channel 1. First, the measured AE waveform (Fig. 2(a)) was wavelet 

transformed to create a wavelet contour map (Fig. 2(b)). Then, the time transient of the wavelet 

coefficients at a specific frequency was extracted (Fig. 2(c)). We extracted the resonance frequency 

of the PICO sensor, i.e., 450 kHz. Lastly, AIC was applied to automatically read the arrival time 

of the initial wave for the time transient of wavelet coefficient (Fig. 2(d)). 

 

 
 

Fig. 2: Process of the proposed source location method.  

 

The evaluation of AIC was defined by the following relation, which applies the maximum 

likelihood method to adjust the parameters to maximize the likelihood for the observed data [31]: 

 

       𝐴𝐼𝐶 = (−2)𝑙𝑜𝑔(𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑) + 2(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠)        (1) 
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Based on this equation, the formula was refined to identify discontinuities in the data, expressed 

as given below. 𝐴𝐼𝐶𝑘 at the point 𝑖 = 𝑘 with amplitude value 𝑋𝑖(𝑖 = 1,2, … , 𝑁) was calculated for 

a single AE waveform recorded with 𝑁 number of samples, given as [32]: 

 

                           𝐴𝐼𝐶𝑘 = 𝑘 ∙ log{𝑣𝑎𝑟(𝑋[1, 𝑘])} + (𝑁 − 𝑘) ∙ log{𝑣𝑎𝑟(𝑋[𝑘, 𝑁])}                        (2) 

 

where 𝑣𝑎𝑟(𝑋[1, 𝑘]) and 𝑣𝑎𝑟(𝑋[𝑘, 𝑁]) are the variance of amplitude value from 𝑋1 to 𝑋𝑘 and 𝑋𝑘 

to 𝑋𝑁, respectively. Finally, the 𝑘 of 𝐴𝐼𝐶𝑘 minimum value indicate arrival time of the AE signal. 

As shown in Fig. 2(d), the arrival time of the initial wave was calculated as 80.25 µs. Then, the 

arrival times at all sensors were obtained. Finally, the calculated arrival times were used to 

calculate the AE source location using the virtual sound source scanning method. Calculations 

were performed with a resolution of 0.1 mm within the range of the sensor. Fig. 3 shows an existing 

method that compares the accuracy of developed method with that of the manual identification of 

the arrival time of the initial wave [33].  

 

 
 

Fig. 3: Initial arrival time determination by manual identification. 

 

 

3. Result and discussion 

 

3.1 Evaluation of AE source location accuracy with conventional methods 
Fig.  4 compares the results of the proposed method and conventional methods for AE source 

location. The left side of the figure demonstrates the results by using the PICO sensor, whereas 

the right side of the figure shows the error distribution of the results. On comparing the results, it 

was found that the result by proposed method was as same accuracy as the visually read the initial 

wave. 

Fig. 5 shows one of the results input at (-50,100). Fig. 6 shows the identified time of the ch.4 

considering ch.4 has the long-distance in the four channels at this point. The manual method (Fig. 

6(a)) presumably identified the initial arrival time correctly. The developed method (Fig. 6(b)) also 

estimated initial arrival time correctly. The manual identification must be perfectly correct. 

However, the actual located source location is shifted on the opposite side of the ch.4. This is 

because distance between AE source and sensor of ch.1 and ch.4 is large difference. Difference 

of propagation distance is affected by wave attenuation, which led the small source location error 

by manual method.  This verifies the efficiency of the proposed in situations having a long-distance 

between the source and sensor locations. 

Fig. 7 shows the average of the source location accuracy for each sensor and the percentage of AE 

signals that were correctly identified for all the methods. The percentage of “correctly identified” 

is a targeting error of 19 mm or more equivalent to the largest sensor diameter.  

Although, the developed method is not fully located correctly, correctly identified rate is almost 

100 %. Comparing source location error is nearly same with manual initial detection and the 

developed method. Therefor, the developed method source location accuracy is enough.  
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Next, compares the analysis time for each method. The method of reading manually depends on 

the skill of the engineer. In this case, the data was obtained by an engineer with about two years 

of AE analysis experience. The manual method needs about 15 s per 1 signal to identify the arrival 

time. On the other hand, the developed method only needs about 0.5 s per 1 signal. This is about 

30 times faster and does not depend on the AE analyzing skill of the operator’s experience. To 

sum up, the developed method is an excellent AE source location method in terms of both accuracy 

and speed of analysis.  

 

 
 

Fig. 4: Source location result by the conventional method and the proposed method (left), and the 

distribution of the source location error (right). 

 

 
 

Fig. 5: Comparison of the source location error at (-50,100) detected by the PICO sensor. 
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Fig. 6: Comparison of the initial wave detection detected by Ch.4 of the PICO sensor  

at (-50,100). 

 

 
 

Fig. 7: Comparison of the source location error and the correct rate. 

 

Next, we compared each sensor’s source location average error. Higher frequency sensors which 

is PICO and R50α tend to source location average error get lower. This can be attributed to the 

fact that the slope of the initial wave of the wavelet coefficients in the wavelet transform becomes 

more gradual as the frequency decreases, making it difficult to identify discontinuities due to AIC. 

Therefore, when using this new method, AE sensors with resonance frequencies above 200 kHz 

must be used for accurate targeting or selecting the second resonance frequency above that 

frequency. 

In this study, although we did not compare the accuracy of this method with that of machine 

learning and deep learning methods, we believe this method is very versatile considering it is a 

simple algorithm. 

 

 

4. Conclusions 

 

In this study, we proposed a novel method for AE source location with high accuracy that functions 

automatically by using AIC and wavelet transform. We compared the accuracy of various 

conventional and the proposed method using artificial AE of pencil lead breaking. Although the 

proposed method was not highly accurate, it was effective in fully automated localizing of the 

detected AE signals while considering the accuracy and AE location correctly. Furthermore, we 

confirmed that the accuracy of AE location detection changes depending on the frequency, and 

that the resonance frequency of the sensor can be used to achieve high accuracy at a frequency of 

200 kHz or higher.  
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ABSTRACT  

 

Acoustic emission signals specific to the incremental advance of fatigue cracks can be detected, 

cycle after cycle, during crack propagation tests. They were termed acoustic multiplets in 

reference to repeating earthquakes. Detecting such multiplets would give information about the 

fracturing process and provide early warnings when monitoring industrial parts in service. We 

developed a clustering method to extract multiplets signals from all signals and noise of fatigue 

tests. This method is based on the computation of the cross-correlation function between 

waveforms. On the distribution of the cross-correlation matrix, signals belonging to multiplets are 

clearly identified and permit to automatically clustered. This paper develops the steps of the 

method, presents results obtained on a dataset of a fatigue test and shows its noise robustness. 

 

Keywords: Acoustic emission, fatigue crack growth, multiplets, cross-correlation, waveform 

clustering. 

 

 

1. Introduction   
 

Despite many efforts over the last hundred years to understand its causes and detect its possible 

precursors, cyclic fatigue of materials remains one of the major causes of failure of industrial parts 

[1]. The problem is “How to alert in real time when a crack is likely to lead to the ruin of the part?”. 

Acoustic emission (AE) is a key method of non-destructive testing, as it enables the recording of 

transient elastic waves occurring during damage of materials and structures. Numerous works 

carried out with this method have shown that there is a correlation between the global acoustic 

activity and damage, including during fatigue [2]. However, this correlation only becomes 

significant near the final failure and thus far too late [3]. Indeed, the monitoring of slow crack 

growth from a global measurement is difficult and very sensitive to the signal to noise ratio (SNR). 

Moreover, the non-specific nature of these AE measurements makes the identification of sources 

difficult [4].  

A new approach, recently proposed [4, 5], allows the detection of acoustic emissions specific of 

fatigue crack growth, called "acoustic multiplets" in reference to the analogous phenomenon in 

seismology [6]. These so-called acoustic multiplets are characterized by highly correlated 

waveforms (Fig. 1a), signature of a unique source. They are repeatedly triggered over many 

successive loading cycles at almost the same stress level (Fig. 1c-e) and originate from a single 

location (Fig. 1a). They are considered to mark the slow, incremental propagation of a crack at 

each cycle (see striations on Fig. 1b), or the rubbing along its faces (fretting). Being specific to 
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incremental fatigue cracking, they can therefore potentially be used as early warnings of global 

failure of industrial parts [5]. 

 

 

Fig. 1:  Acoustic multiplets as a signature of fatigue crack growth (from [4]) - a) Waveforms of 

acoustic signal belonging to a multiplet during fatigue of Aluminum at 0.1 Hz, and locations of 

the corresponding AE signals on the specimen; b) Striations on a post-mortem SEM image of the 

crack face of the sample; c) Acoustic activity during a fatigue test on aluminum: stress vs 

number of cycles. Magenta, cyan and orange clusters correspond to typical examples of 

multiplets; d) Enlargement on a specific multiplet and e) on some loading cycles. 

 

A key point in this approach is the choice of an appropriate and robust measure of waveforms 

similarity. Due to the classical procedure to detect acoustic bursts from threshold crossing and the 

noise that affect the signal, nearly identical signals can be shifted by a little time delay and are then 

non-aligned. It means that the method of measure needs to be able to quantify the similarity 

between 2 waveforms regardless of the delay.     

The cross-correlation function is often chosen for this kind of problematic [7-9]. In the field of 

acoustic emission, the cross-correlation function has been sometimes used to improve the 

localisation  of acoustic sources [9]. A cross-correlation matrix over all the AE signals signals of 

a channel recorded during a mechanical test on concrete has been used to  investigate very quickly 

changes in the physical properties of the ray path of events from one cluster [8]. Another 

application of the cross-correlation matrix has been proposed to filter noise in fatigue test [10]. 

This article offers a robust way based on cross-correlation matrix distribution to extract highly 

correlated populations of signals, in order to identify multiplets in fatigue crack growth tests. 

 

 

2. Method to extract highly correlated populations 

 

2.1 Cross-correlation function 
Cross-correlation consists in the displaced dot product between two signals. It is often used to 

quantify the degree of similarity or interdependence between two signals [7]. In the case of AE, 

since all measurements were recorded using digital acquisition systems, signals have been 

discretized, so that the cross-correlation between two signals v and w with the same N samples 

length is expressed by equation 1. 

      

        (1)

  

 

When the discrete time series v and w match, the value of corr[v,w] is maximized. We called the 

maximizing point tm : it corresponds to the time delay between the two waveforms. This is 

explained when peaks (positive areas) are aligned, making a large contribution to the summation.  
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In the case of AE waveforms, the two parameters n0 and N define a cross-correlation window. 

Because acoustic waveforms are transient waves and contain a pre-trigger, an impulsive part and 

a coda, the choice of this window has to be set precisely for an adequate determination of the 

maximizing point.  

  

2.2 Cross-correlation matrix 

By calculating all  cross-correlation functions for each pair of waveforms for a single channel, and 

searching for the maximum of these functions, it is possible to build a cross-correlation matrix. 

Hence, the coefficients contain a value in [0, 1] corresponding to the normalized measure of 

similarity by cross-correlation (see equation 2). 

 

(2) 

 

An example is presented in Fig. 2 showing a cross-correlation matrix of 198 signals compared to 

each others. By construction, it is a symmetrical matrix with a diagonal full of 1. Then, only half 

of the matrix is computed.  

 

Fig. 2: Example of cross-correlation matrix calculated from a fatigue crack growth test on steel. 

 

Since multiplets are groups of highly similar waveforms emitted close in time, multiplets appear 

as yellow squares on Fig. 2. In the rest of the article, for the sake of simplicity, the term 'cross-

correlation' will refer to the value taken by a coefficient of the cross-correlation matrix as described 

in equation 2. 

 

2.3 Distribution of cross-correlation 

An operator can visually identify groups of waveforms highly similar in the cross-correlation 

matrix, but an automatized way is possible by calculating the distribution of the matrix. In a fatigue 

test characterized by acoustic multiplets, two peaks are expected in this distribution (see Fig. 3): 

one narrow peak close to 1 containing cross-correlations between waveforms belonging to 

multiplets, and a wider one corresponding to uncorrelated source signals. The remaining 

correlation of these uncorrelated source signals results from the resonant nature of the AE sensors. 

Indeed, due to the acquisition chain, and particularly to the frequency domain of the sensor, the 

cross-correlation between two totally different source signals is larger than zero. Nevertheless, a 

distribution of cross-correlations computed on a set of data from an experiment without multiplets 

would not exhibit the peak of large cross-correlations values.  
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Fig. 3: Schematic cross-correlation distribution for a fatigue test emitting multiplets. 

 

From this distribution, it is easy to extract automatically multiplets by setting a threshold on the 

cross-correlation , e.g. 0.8 for the schematic figure above. All waveforms implicated in cross-

correlations above the threshold are collected and labelled as “multiplets”.   

 

 

3. Application to a fatigue crack growth test 

 

This method has been applied to several acoustic emission dataset recorded during fatigue crack 

growth tests. Here, results from a load-imposed fatigue test (R = σmin/σmax = 0.1) performed on 

compact tension (CT) specimen of 5083 aluminium alloy are presented.  

Two nano30 sensors, from PAC, were coupled on the specimen surface as depicted on Fig. 4. The 

PCI2 system triggered recording waveforms sampled at 5 MHz when the signal exceeds the 

threshold of 43 dB. After the test, no filtering process was applied. Cross-correlation matrices and 

distributions were directly computed on the waveforms, independently for the both channels. We 

selected a part of 1000 consecutive waveforms containing 2 multiplets for this study. 

 

 

 

 

 

 

Fig. 4: Geometry of CT specimen and sensors locations. 

 

3.1 Selection of the cross-correlation window 

As explained in part 2.1, a proper window has to be set for the cross-correlation between two AE 

waveforms. In order to select the starting and ending point of time series, respectively n0 and N, 

cross-correlation distributions are calculated for different window lengths.  

The pre-trigger of 20 µs is not taken into account in the calculation: n0 is fixed, while N takes 

values to select [20, 40, 60, 80, 100, 120, 160] µs of the waveforms. Fig. 5 shows an example of a 

waveform from the dataset and the different windows used for cross-correlations.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Example of a waveform and the different cross-correlation windows.  Each window starts 

at t = 0 µs. 
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Fig. 6: Distributions of cross-correlation for different windows. Right: Zoom around peak of 

high cross-correlations. 

 

The overall shape of the expected distribution presented in section 2.3 for all 7 windows can be 

found in Fig. 6. By extracting signals involved in cross-correlations above 0.8, we clustered, as 

predicted, multiplets signals into one cluster.  

But if the window is to short or too long, some multiplets signals are miss-classified. Extending 

the length of the cross-correlation window shifts the low cross-correlation peak towards 0 and 

modifies the large cross-correlation peak level. A cross-correlation performed on too short 

windows raises the risk to miss the right alignement resulting in an imprecise similarity measure, 

e.g. distributions computed on windows of 20, 40 and 60 µs whose maximums do not exceed 25 

000 cross-correlations.. On the opposite, a too long window contains a large part of the waveforms 

codas which are less correlated and are characterized by a lower SNR. Hence, the distribution 

computed on windows of 160 µs has a lower maximum than distributions computed on windows 

of 80 and 120 µs. That is why the choice of the window is essentially ruled by the level of the large 

cross-correlation peak : the best clustering performance is obtain bymaximizing the number of 

cross-correlation in the highest cross-correlation peak. Here, the window has to be set between 

[80,120] µs.  

In addition, one observes that all distributions exhibit three peaks. One in low cross-correlation 

range and two in the large cross-correlation range. The second peak in the large cross-correlation 

range between 0.92 and 0.97 in Fig. 6, not presented in part 2.3, contains cross-correlations 

performed between waveforms belonging to different multiplets emitted by the same type of 

sources. Selecting a threshold between these two close peaks allows to separate different multiplets 

thanks to an algorithm (not detailed here) by adding information of the signals emission time. 

 

3.2 Noise effect 

The noise robustness of our method is evaluated by adding white Gaussian noise to all waveforms. 

Distributions of cross-correlations are computed for different levels of SNR and are represented 

on Fig. 7.  

 

 

 

 

 

 

 

 

 

 

Fig. 7: Cross-correlation distributions for different SNR. 
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From SNR = 100 to SNR = 0.1, the global shape of the distribution including high and low cross-

correlations is preserved and shifted towards lower cross-correlation values, as expected. While 

the shape of the peak of low cross-correlations remains essentially unchanged, the two peaks of 

high cross-correlations are widening and merge. The method then is still applicable for low SNR, 

down to 0.1, by moving the cross-correlation threshold to separate highly similar waveforms, 

belonging to multiplets, from uncorrelated ones. Nevertheless, below SNR = 1 many errors are 

reported in the classification and below SNR = 5, it is not possible to distinguish the two peaks of 

high cross-correlations. 

 

 

4. Conclusions 

  

This paper presents a method to automatically cluster groups of highly similar signals by 

computing the distribution of the cross-correlation matrix. This matrix is obtained by extracting 

the maximum of the cross-correlation function of each pair of waveforms from a fatigue test. The 

selection of the cross-correlation window is discussed and optimized by applying this method on 

several window lengths. And we show that this method is efficient to extract mulitplets, acoustic 

signature of fatigue crack growth, even if waveforms are polluted by noise. 
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ABSTRACT   

  

Acoustic Emission (AE) is a non-destructive instrumentation that allows the detection of cracking, 

which dissipates elastic waves resulting from local crack-induced displacement jumps within the 

material. However, based on the AE experiments, a link between the crack fracture mechanics and 

the AE features is difficult to establish quantitatively, especially under quasi-static and dynamic 

loading conditions. Numerical simulations have proved to be very promising for this purpose. In 

this study, Pencil-Lead Break (PLB) tests are carried out on PMMA plate specimens with different 

thicknesses in order to determine the damping characteristics of PMMA and experimentally 

validate the AE numerical simulations. The influence of the specimen thickness, the distance 

between the sensor/source and the type of sensors on the measured acoustic emission are also 

studied.  

  

Keywords: Acoustic emission, crack propagation, numerical simulation, PMMA.  

  

 

1. Introduction  

   

Acoustic Emission (AE) is a non-destructive testing technique that allows to detect damage in 

materials and structures. The different damage mechanisms may be identified due to their different 

AE signature. This signature is described by temporal and frequency descriptors, such as 

amplitude, energy, frequency centroid and peak frequency. The descriptor-based approach is 

widely used to analyze the AE characteristics of signals [1]. In most studies concerning crack 

propagation in a plate, AE characterization tests are used as a tool for predicting fracture in a 

structure [2,3]. Despite the effectiveness of this analysis methods, the acquired signals may be 

modified by the type of sensors used, their placement on the specimen, the coupling between the 

sensor and the specimen or even the parameters of the acquisition system [4-7].  

In the AE analysis, the role of the AE source, the propagation medium and the recording system 

on the detected signal is very important [8]. Thus, it is relevant to establish a link between crack 

propagation and the acoustic emission signatures. Based on the classic experimental test, the 

numerical methods are combined to go further to build a quantitative relationship between the 

damage mechanisms and the acquired signal [9,10]. This problem can be divided into three major 

steps: firstly, the Pencil-lead Break (PLB) tests are carried out to obtain the AE characteristics of 

PMMA, such as the damping characteristics (Fig. 1(a)) that can be used as input parameters to 
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the numerical simulation (Fig. 1(c)) representing a real crack initiation and propagation experiment 

(Fig. 1(b)). Then, the AE mechanical experiments are carried out on specimens containing a 

circular hole (example of sketch shown in Fig. 1 (b)) to observe the crack propagation process and 

record the signals with several sensors. Besides, a numerical model is established. Fig. 1(c1) shows 

the part of the simulation of the crack propagation in a plate containing a circular hole under such 

a specimen. This can be done in the framework of Finite Fracture Mechanics (FFM) using for 

instance the Coupled Criterion (CC). The CC combines both energy and stress criteria to predict 

the initiation of a crack. It has been proved that it is an effective method to predict the crack 

initiation and propagation, which is rarely combined with AE technique, especially considering 

dynamic crack propagation [11,12]. After that, the acoustic emission is simulated, and the signals 

are received by sensors as shown in Fig. 1(c2). The simulated signals can thus be compared to the 

results obtained experimentally to validate the numerical model. Finally, a link between the crack 

propagation and the AE features can be established.  

The PLB tests are carried out on three plates with different thicknesses. Four different types of 

sensors are used to record the signals. The influence of the distance between the sensor and the 

source and of the thickness on the AE signature are investigated to illustrate the AE parameters of 

PMMA plate. The difference of the signatures recorded by different sensors is also showed to 

identify the influence of sensor effect and choose a more suitable sensor to be used in the following 

mechanical test of PMMA plate. In this study, we focus on the PLB test to validate the simulation 

setup which will be used for the crack propagation and acoustic emission analysis in a further 

work. 

  

 
  

Fig. 1: Introduction of the problem. 

 

 

2. Description of the experimental setup 
 

For the validation of the FEM calculations, the experimental setup consists of a PLB procedure 

repeated 6 times for each configuration, on square plates with different thicknesses. The 

thicknesses of these specimens are 3mm, 5 mm, and 10 mm and their length are 1 m. Fig. 2 shows 

the sketch of the Pencil-lead break test program. To determine the acoustic parameters of PMMA 

and investigate the reflection from the plate boundary, two similar sensors are positioned at two 

points (coordinates: (-10, 0) and (0, 0) respectively). In our work, four types of sensors (nano 30, 

WD, micro 80 and micro 200 HF) are used to record signals. The pencil-lead used is a 2H lead of 

0.5 mm diameter and 4.0 mm length. The pencil-lead breaks at all blue points on the quarter surface 

of the plate with different distances between the sensor/ source along two directions 0° and 45°, 

as shown in Fig. 2 (b).  
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Once the acquisition is over, signals are post-treated using MATLAB software. Firstly, the signals 

are pre-triggered, and the tail of each signal is cut on the basis of an energy criterion [13]. Then 

they are resampled with a 5 MHZ sampling rate. In our work, the main descriptors are amplitude, 

energy, frequency centroid (FC) and peak frequency (PF). 

 

 
 

Fig. 2: Sketch of  the PLB test program. 

 

 

3. Results and discussions 

  

3.1  Effect of sensor type 

The nano 30 is very sensitive around 300 kHz and does not detect frequency content beyond 500 

kHz. However, micro 80 and micro 200 HF are two sensors with wider pass band. In Fig. 3, we 

compare two signals from the same source in the temporal and frequency domain, detected by 

nano 30, and micro 200 HF sensors. These two sensors are equidistant from the source. Having a 

27.3% correlation coefficient in the frequency domain, it is obvious that these different sensors do 

not detect the same information, due to their sensitivity, as shown in Fig. 3. Thus, the suitable 

sensor should be chosen according to the different sources with different frequency bands so that 

the sensor effect could be reduced, and the signals could record much more real information. 

 

 
 

Fig. 3: Signals obtained with four types of sensors: Nano 30, WD, Micro 80 and Micro 200 HF 

sensors in the temporal (a) and frequency (b) domain. Pencil-lead breaks on (0, -10).  

 

3.2  Effect of the propagation distance 

The calculated descriptors display a clear dependence on distance between the lead break position 

and the sensor. Table 1 shows a summary of some descriptors for four tests. The values presented 

show that the type of sensors and the position of the AE sources substantially affect the descriptors. 
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Table 1: Descriptors calculated for two lead break positions ((0, 10) and (0, 40)). 
 

Descriptors Nano 30 WD  Micro 80 Micro 200 HF 

 

Near 

to 

Sensor  

Far 

from 

Sensor 

Near 

to 

Sensor  

Far 

from 

Sensor 

Near 

to 

Sensor  

Far 

from 

Sensor 

Near 

to 

Sensor  

Far 

from 

Sensor 

(cm) (0, 10) (0, 40) (0, 10) (0, 40) (0, 10) (0, 40) (0, 10) (0, 40) 

Energy (103 V2) 379 1 930 6 285 1 305 5 

Amplitude (dB) 89 64 92 71 87 64 89 70 

Frequency 

Centroid (kHz)  
216 143 199 129 234 148 145 111 

Peak Frequency 

(kHz)  
175 116 97 99 123 128 99 99 

 

Fig. 4 shows the evolution of temporal and frequency descriptors with the source/sensor distance 

and with the different sensors. Each point on the graphs corresponds to a detected signal. The 

amplitude, in dB, varies linearly with distance and it loses more than 35 dB between the nearest 

and the furthest leak break. The energy decreases drastically with distance. The frequency centroid 

decreases linearly, and the decrease becomes slower with increasing distance: the reduction is 

almost 70 kHz with nano 30, WD and micro 80 sensor, and just 50 kHz with micro 200 HF sensor. 

The peak frequency undergoes slight variations in certain ranges: the peak frequency with nano 

30 sensor and with a near distance is higher since it is close to the resonant frequency of the sensor, 

and the peak frequencies with the other three sensors are almost constant with distance. 
 

 

 
 

Fig. 4: Descriptors vs. distance for signals detected by nano 30 sensor, WD sensor, micro 80 

sensor and micro 200 HF sensor: (a) amplitude in dB, (b) energy in V2, (c) frequency centroid in 

kHz, (d) peak frequency in kHz. 
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Fig. 5 shows the time-frequency maps ascribed to pencil-lead break for four positions with four 

different distances (10, 20, 30, and 40 cm). For pencil-lead breaks near the sensors, the content of 

high frequency disappears progressively when the source is far. 

 

   

 
 

Fig. 5: Time-frequency results for four source positions for signals recorder by micro 80 sensor. 

 

The variation of the frequency content of signals is significantly dependent on the propagation 

distance. The high frequency content is damped during the propagation. Thus, these results are 

useful to define the acoustic parameters. 

 

3.3  Effect of the thickness 

Fig. 6 shows the evolution of temporal and frequency descriptors with the distance source/sensor 

and with three different thicknesses. Each point on the graphs corresponds to a detected signal. 

The amplitude of a 10 mm thick specimen is the smallest compared to specimens with the other 

two thicknesses. Moreover, the values of the amplitude of 3 mm and 5 mm thick specimens are 

almost equivalent on the same position, except that when the source is close to the sensor, the 

values of a specimen with 5 mm thickness is a bit smaller than those of a 3 mm thick specimen. 

The variation of the energy is a similar as the variation of the amplitude. The frequency centroid 

close to the source is almost equivalent with three different thicknesses. With the increase of the 

distance, the reduction of the frequency centroid of the 5 mm thick specimen is larger, going from 

220 kHz to 130 kHz, while the reductions of 3 mm and 5 mm thick specimens are from 220 kHz 

to about 180 kHz. The peak frequency is close to the resonant frequency of the sensor (about 300 

kHz) when the source is close to the sensor. For most of the propagation distance, the peak 

frequency of a 5 mm thick specimen is smallest compared to the other two specimens.  
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Fig. 6: Descriptors vs. distance with 3 mm, 5 mm, and 10 mm thickness for signals detected by 

nano 30 sensor: (a) amplitude in dB, (b) energy in V2, (c) frequency centroid in kHz, (d) peak 

frequency in kHz. 

 

 

4. Conclusions 

 

The final objective of the problem is to establish a more quantitative relationship between the crack 

propagation as source of AE and the AE characteristic of the detected signals. To achieve this aim, 

pencil-lead break test of PMMA was first carried out. Concerning the different types of sensors, 

micro 80 sensor was more suitable to be used to receive the signals from the crack propagation 

due to a wider frequency band. The classical descriptors are very dependent on the propagation 

distance. This dependence is mainly due to the damping characteristics of PMMA. In the following 

numerical calculation, these damping characteristics could be described by the Rayleigh Damping 

ratio. Besides, theses descriptors are also dependent on the thickness of a specimen. For example, 

the frequency centroid of a 5 mm thick plate is smaller than that of the other two plates. 

This pencil-lead break test results will be used as a basis for the further investigation of crack 

propagation from a circular hole in a plate. The use of the Coupled Criterion will be beneficial to 

determine the crack propagation stage under quasi-static or dynamic loading. Finally, a numerical 

model will be proposed to combine the crack propagation and the acoustic emission part. 
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ABSTRACT  

 

This paper discusses challenges, limitations and problems arising in currently employed acoustic 

emission testing systems, sensors and signal processing algorithms. Main factors influencing and 

compromising accuracy and reliability of the classically used methods are briefly analyzed. Next, 

metamaterials and their dynamic properties are outlined with the aim and focus on their potential 

in manipulating energy flow. Several applications of metamaterials in acoustic emission are 

presented that indicate their potential in acoustic emission. Finally, possibilities of designing a 

new type of sensor for acoustic emission using metamaterials is discussed. As a consequence, it is 

expected to increase sensitivity and accuracy of source localization with smaller number of 

sensors used during measurements. 

 

Keywords: Acoustic emission, metamaterials, sensors, signal processing. 

 

 

1. Introduction  

   

Acoustic Emission (AE) is classified as one of non-destructive testing methods for structural 

inspection - it allows for detection, localization and, possibly, characterization of anomalies in the 

material. AE is commonly regarded as a passive method that detects only active defects. 

Depending on needs, it can be used as a tool for periodic inspection by subjecting the object to 

additional loading, a monitoring test, a check of previously detected discontinuities or as a 

continuous monitoring system, usually referred to as a structural health monitoring (SHM) system. 

This method of verifying structural integrity can be employed in a wide range of applications and 

for various types of structures and materials, which makes it very popular and appealing in many 

branches of industry [1-5]. 

In practical applications, the multi-modal and dispersive character of elastic waves, propagating 

in a structure upon AE event generation, induces substantial difficulties in reliable assessment of 

structural state. These complex properties of the wavefield originate from the existence of material 

boundaries, discontinuities, variation in material properties and thickness [6, 7]. In particular, wave 

dispersion consists in different velocity of waves depending on their frequency, resulting in 

waveform distortion along the propagation path [8, 9]. As a consequence, acquired complex time-

domain signals contain contributions from multiple modes at various frequencies and wavelengths. 
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These signals are subsequently processed by AE systems and screened for damage-related 

features. 

Currently used commercial acquisition units and sensors, among other deficiencies, prevent a 

single acoustic emission sensor from extracting individual wave modes of different wavelengths, 

at the same temporal frequency, from a single waveform. This, in turn, compromises detection, 

localization and characterization capabilities of an AE system. Limitations resulting from the 

construction of AE sensors and signal processing methods, can be improved by employing elastic 

metamaterials (MMs). 

Metamaterials are materials of extraordinary properties. Complex topologies of metamaterials may 

be used for virtually arbitrary energy control, e.g. resulting in materials with a negative refraction 

index, negative compressibility, vanishing shear modulus, negative Poisson’s ratio and other 

properties [10]. These specific dynamic properties can be employed for enabling spatial filtration 

properties of sensors, enhancing their broadband response and sensitivity, and contributing to the 

improvement of accuracy and reliability of structural inspection [11]. 

This paper aims at discussing challenges in acoustic emission, in particular those related to source 

localization, followed by analysis of dynamic properties of elastic metamaterials that can be 

potentially used to address these difficulties. Also, current applications of metamaterials in AE 

technologies are briefly reviewed and summarized. 

 

 

2. Challenges in acoustic emission 
  

The primary goal of acoustic emission is to detect a signal that originates from the release of elastic 

energy due to the occurrence of an event in the object under investigation. AE can be used to 

perform different types of tests and tasks, such as monitoring, control, diagnosis and prognosis. It 

can be used in variety of media such as metal, wood, plastic (and other) composites, rocks, etc. 

Once a signal has been acquired and event detected, the next step is to localize and identify it in 

the inspected object. These three tasks are fundamental to acoustic emission testing [12-14]. 

Despite considerable research effort over last few decades, there are still some challenges in 

acoustic emission. 

Well-known problems in AE testing arise from environment-related interferences. The method is 

sensitive to disturbances that can limit measurement accuracy and reliability. These can come 

directly from the object under test or from external sources in its immediate vicinity. With too high 

noise level, it is difficult to perform a reliable measurement and effectively indicate the correct 

source of the signal. In such a case, structural state evaluation depends on the operator experience. 

A number of publications describing techniques for improving the signal-to-noise ratio (SNR) can 

be found [15-17], proving that this problem is vital in AE testing. Indeed, the presence of high 

level of noise can influence localization due to misinterpretation of measurements, e.g. wrong 

estimation of the arrival time [18, 19]. Further difficulties arise in AE testing due to long 

propagation paths and high attenuation, e.g. in large and/or complex objects such as pipelines, 

bridges or rocks etc. For such structures it is necessary to use a large and dense networks of sensors, 

and complex and costly acquisition systems [20]. 

An acoustic emission event is typically a broadband source that generates partial elastic waves. 

Depending on the medium type, these can be either longitudinal or longitudinal and shear waves 

[21-23]. Partial waves propagate from the source to the sensor undergoing multiple reflections and 

refractions at material boundaries, inclusions and discontinuities. As a consequence, the signals 

acquired by the sensors are dispersive, i.e. the phase velocity of a given wave type is frequency-

dependent, and multimodal, and therefore distorted along the propagation path [24, 25]. This 

makes their interpretation and use in localization and identification algorithms cumbersome. 

Typical currently used industrial AE sensors are narrowband to ensure sufficient sensitivity and 

measurement range. Widely used AE sensors are omnidirectional, hence capture AE events 

regardless of the direction of arrival. This lack of information about the incidence direction, results 
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in the need of using several sensors for source localization. Also, sensitivity to the tested object’s 

temperature can reduce sensor’s durability and increase the risk of damage. Resonant sensors offer 

frequency filtering capabilities and allow for tracking of components at the pre-designed narrow 

frequency range. At the same time, information about the source carried by other frequency 

components is lost in the acquisition process. 

Another important aspect of AE testing is source localization. The most common currently used 

localization methods are based on the wave speed for a given material as the key parameter. 

Methods based on estimated velocity are subject to error due to incorrect input of this value. As a 

result of the multimodality and dispersion of the wavefield and the corresponding different 

propagation velocities of different modes at different frequencies, substantial errors in the 

estimated source location can occur. This effect is particularly important for the time difference of 

arrival method (TDOA or TOA), in which it is assumed (in its classical and most basic 

formulation) that the wave speed in the tested object is constant, the material is homogeneous and 

isotropic, and that the wave propagation follows the shortest path from the source to the sensor. 

The method is based on the calculation of differences in the wave arrival time between the sensors, 

where their exact positions are known. In fact, in practice, spatial and directional variations in the 

wave speed due to inhomogenities, nonuniformity of the material, geometrical features and 

dispersion deteriorate localization accuracy [26]. Other methods that make use of the calibrated 

or computed constant wave speed for acoustic source localization, e.g. beamforming-based 

techniques [27, 28], also suffer from multimodality, dispersion and attenuation. 

  

 

3. Metamaterials characteristics 

 

Metamaterials have been intensively developed over last few decades [29, 30]. MMs are materials 

with unusual properties that are typically not found in nature and whose complex topologies can 

be used for virtually arbitrary energy control, e.g. resulting in materials with negative refractive 

index [31], negative compressibility, vanishing shear modulus, negative Poisson’s ratio and other 

properties. Metamaterials may employ different physics and hence can be classified as 

electromagnetic, acoustic, thermal and mechanical [32]. Specific dynamic properties of 

mechanical MMs are obtained through proper arrangement of their (micro-)structure, by 

combining materials of various mechanical properties. The design process of MMs is typically 

supported by analytical and numerical models, e.g. the finite element method, finite difference 

method and other, while the manufacturing process is carried out – at least at the prototyping stage 

- using 3D printing technologies [33]. 

Elastic metamaterials’ properties are determined by their mass density and elastic constants spatial 

distributions [34]. Proper design of MMs microstructural properties leads to achieving desired 

macrostructural effects in terms of elastic waves propagation through affecting waves amplitudes 

and phases at selected frequency and wavenumber bands, possibly in a direction-dependent way. 

As a consequence, MMs structure is heterogeneous and achieves the designed dynamic properties 

through the diffraction (and other) effects at the material level or through localized resonant 

structures [35]. Each approach allows for wave manipulation at a different length scale, namely 

the microstructural patterns typically affect waves of wavelength comparable to the characteristic 

mictrostructure scale, while the resonant structures can provide means for deeply subwavelength 

interactions [36]. As already pointed out, metamaterials display a number of intriguing dynamic 

properties. Some of them - with prospective applications in acoustic emission - will be briefly 

outlined next. 

One of the most immediate consequences of periodicity, typical for phononic systems, is the 

occurrence of bandgaps. These are bands in which wave propagation is blocked and can be used 

to filter out a specific frequency range. Depending on the mechanism used to achieve a bandgap, 

two types can be distinguished. Similarly to the above-mentioned general classification of MMs, 

bandgaps can be formed due to the classical Bragg scattering mechanism or due to the wave 
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interaction with resonant structures. In the latter case, it was observed that low-frequency bandgaps 

were possible to achieve [37, 38]. This filtering effect of MMs was recently employed in structural 

health monitoring to remove unwanted wave components in non-linear guided waves based 

inspection [39]. 

An opposite effect, namely amplitude amplification over a certain frequency band, can be also 

achieved with MMs. One possible technique is the use of Gradient Refractive Index (GRIN) 

material [40], where the pressure field is amplified due to the compression of acoustic waves. 

Another application of the wave compression amplification using anisotropic acoustic MMs can 

be found in [41]. Amplification and multiplexing of weak signals was shown in [42] where a 

gradient acoustic-grating metamaterial (GAGM) that employs acoustic rainbow trapping, was used 

to capture series of low-amplitude periodic impulses. Signal amplitude enhancement was also 

achieved by the use of gradient MMs scrolls, where a gradient and a scroll structure are used 

simultaneously. Such a solution, as discussed in [43], resulted in signal amplification over a broad 

frequency range. The above approach, as stated by the authors, can be used to enhance harmonic 

signals and extract additional information from them. A similar technique and application can be 

found [44]. 

Controlling and directing energy flow in wave propagation problems, possible with metamaterials, 

can be also of interest for AE sensing applications. In particular, the direction of arrival of the 

wave is important in terms of locating its source based on clusters of sensors and without the need 

to know material properties of the structure [45]. Also, as shown in [46], it is not only possible to 

amplify the signal level, but to determine the direction of wave arrival by using gradient acoustic 

MM supplemented by space convolution structures. Metamaterials have been also used for 

detecting the direction of arrival of an infrasound wave, replacing large pressure sensing arrays in 

[47]. 

In recent years, substantial effort is made to control and re-configure dynamic properties of 

metamaterials. This research resulted in a rapid development of tunable metamaterials which 

properties may additionally depend on external or internal control factors. In [48] a tunable 

metamaterial with deformation-controlled tunable bandgaps was developed. Another example of 

bandgap tuning, by placing the resonators in a flexible matrix, can be found in [49], where bandgap 

closing and opening was presented. The tunability of acoustic metamaterials can be realized in a 

number of ways and allows waves to be manipulated over a wide spectrum, enhancing their 

performance [50]. 

Finally, it should be noted that other classes of metamaterials can be of interest to acoustic 

emission. As an example, thermal metamaterials can be mentioned as a means to control heat 

conduction [51, 52]. These types of structures are already used in electronics [53] and provide 

good thermal shielding. 

Naturally, the range of possible applications of MMs is limitless and the above short overview 

gives only a flavor of potential directions. In the next section, the properties of MMs discussed 

above are paired with the challenges in acoustic emission, described in the previous section, in 

order to provide a prospect on application of metamaterials for the development of new types of 

AE sensors. 

 

 

4. Use of metamaterials in acoustic emission 

 

This section presents an outline for possible application of metamaterials in acoustic emission. As 

already discussed in the previous section, MMs display interesting dynamic phenomena that can 

be tailored to meet specific requirements. An initial attempt to defining these requirements and 

propose particular features of MMs that allow for their fulfillment, is presented below. 

A fundamental challenge in acoustic emission testing is noise that affects the accuracy and 

compromises reliability of measurements. A potential improvement offered by metamaterials 

could be related to structurally blocking signals at undesired frequency bands by using bandgaps. 
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An additional advantage of employing bandgaps, in the context of acoustic emission sensing, is 

that the mechanical elimination of noise results in the reduction of amount of acquired data, both 

in the context of a single waveform and the number of events registered. This effect can be chieved 

by considering phononic crystals as elements of internal structure of an AE sensor. It was shown 

thoretically and validated experimentally that phononic crystals can be effective in blocking 

selected frequency bands by means of bandgaps, which allowed for canceling background noise 

[54]. In particular, it was shown that only one sensor can be used for monitoring cracking activity 

in a slab, without the need to install additional guard sensors. 

Low amplitude and/or highly attenuating materials and structural components require sensors and 

preamplifiers able to introduce sufficient gain to acquire AE signals. Metamaterials offer solutions 

that may be potentially used to address that problem. As an example of use of MMs for signal 

amplification, a gradient-index phononic crystal lenses were proposed [55] for increasing 

amplitude of signals triggered by an AE event. Consequently, the distance between sensors can be 

increased and/or the number of sensors in the network can be limited. 

Metamaterials can also facilitate acoustic emission source localization processes. Currently used 

AE sensors are omnidirectional, allowing for acquisition of distrubances from any direction, but 

not capable of distinguishing the arrival direction. Such an information on the incidence direction 

could be used to improve localization, make the localization process insensitive to material 

properties (or, equivalently, wave speed) estimates [45] and to reduce the number of AE sensors. 

As already mentioned, directional properties of MMs can be used to design a sensor that can 

capture waves arriving from certain directions only or employ feature-coding of the direction of 

arrival, e.g. frequency-coding [56]. The localization process, as well as source characterization can 

be also improved by the spatial filtering capabilities of MMs. Possibility of application of spatial 

filters, thus selectivity in the wavenumber domain, could help 

in resolving the wave masking problem in multimodal systems. It should be noted that such an 

approach would require adapting sensor’s characteristics to particular measurement conditions, as 

it is a standard approach for nowadays AE testing. In this respect, tunable MMs can offer a 

potential of using a single tunable sensor that could be adjusted to the test conditions. 

Other metamaterial types can also provide benefits to AE testing, for instance electromagnetic 

MMs can be used for reducing electrical interferences while thermal MMs can be employed for 

thermal insulation when a sensor must be used in hot environment. 

 

 

5. Conclusions 

 

In this article, current challenges in acoustic emission testing were outlined. In particular, 

interferences, noise, complex wave dispersion characteristics, signal propagation issues in large 

and/or highly attenuating objects were briefly discussed. Next, fundamental dynamic properties 

and phenomena associated with a new class of materials - metamaterials - were discussed along 

with their applications. Finally, prospects on applying MMs and employing some of their 

properties to address acoustic emission testing challenges were given. 

By analyzing current challenges in acoustic emission on one side and capabilities of elastic, and 

other, metamaterials it was hypothesized that MMs can be used to address at least some of the 

problems. In particular, it seems feasible to apply metamaterials in the acoustic emission sensor 

structure to facilitate temporal and spatial filtering, signal amplification and possibly induce its 

directional properties in order to simplify and improve accuracy of AE source localization 

methods. Also, other types of MMs can provide potential for reducing the negative influence of 

electromagnetic noise and improving thermal resistance of the sensors, hence allowing their 

applications in even more demanding harsh environments. 
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ABSTRACT 

 

Plant physiology, forestry, and agriculture require novel field-deployable instruments for tracking 

plant’s hydraulic status, to enhance understanding of the strategies plants developed to cope with 

drought stress, enable tracking of damages caused by seasonal droughts, and to rationalize water 

expenditure used for precision-irrigation. Acoustic emission sensing (AE) is a promising indirect 

method of non-invasively tracking the cavitation-induced xylem embolism. We developed a low-

power embedded system enabling in-field 2,5 MHz AE acquisition, real-time sensor-response 

equalization, time-, and frequency-domain feature extraction, micro-SD storage and Sigfox 

wireless communication. The system is solar-powered and operates with commercial miniature 

piezoelectric transducers (Vallen). In this paper we show early results of our work-in-progress on 

outdoor testing on grapevine plants. 

 

Keywords: Drought stress, xylem embolism, AE signal features, embedded sensors, outdoor 

experiments. 

 

 

1. Introduction  

 

In plants, water is transported against the force of gravity from roots to leaves through plant’s 

xylem system of capillary conduits by a passive hydraulic mechanism, described in plant 

physiology as a “cohesion-tension” theory [1]. When exposed to drought stress, tension increases 

in xylem capillaries, leading to nucleation of microscopic gas-bubbles [2]. Aggregation of gas-

bubbles in xylem conduits can lead to embolization of portions of xylem tissue, leading to loss of 

its hydraulic conductivity. This may consequently cause wilting of leaves, desiccation of branches 

or even draught-induced death of the whole plant [3]. However, monitoring progression of xylem 

embolism requires either destructive reference hydraulic methods, or costly laboratory equipment 

such as X-ray µCT, which is non-applicable in the field, and may induce cellular damage [4], [5], 

[6]. Therefore, plant physiology, forestry, and agriculture require novel field-deployable 

instruments for tracking plant’s hydraulic status. They would enhance understanding of plants’ 

strategies to cope with drought stress, enable tracking of damages caused by seasonal droughts, 

and help rationalize water expenditure used for precision-irrigation. 

Tension-induced nucleations of gas-bubbles in xylem conduits (also referred as cavitation) create 

mechanical waves [2] observed by piezoelectric transducers placed on plant’s trunk surface as 
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acoustic emission (AE) in ultrasonic frequency range [7]. AE testing has been evaluated by plant-

physiologists as a non-invasive indirect alternative to reference methods for measurement of 

hydraulic vulnerability on living plants under laboratory conditions [8], [6], [9]. Despite great 

potential, several challenges still need to be addressed, for AE testing to became field-worthy in 

the long-term e.g., season-scale unattended monitoring of plant’s drought-related symptoms.  

The challenge related to analysis and interpretation of AE signals is that multiple AE signal sources 

exist, apart from xylem gas-bubble nucleation. They include stem-shrinkage, fractures in xylem-

structure and bark, water drainage in porous tissue (Haines jumps) [6]. Outdoors, additional 

sources of interferences may be present, like sensor movement caused by wind- or stem-shrinkage, 

raindrops [10], temperature-variations [11]. In addition, effects of wave propagation through 

anisotropic wooden medium distorting AE signal waveforms [12], combined with typically 

resonant, non-flat frequency response of piezo-electric sensors are to be considered. Data-driven 

attempts have been made for selection of time and frequency-domain AE signal features [6], [9] 

suitable for differentiation of physiological AE source type based on natural clustering of [13], 

[14]. Finally, portable embedded systems are needed, capable of acquiring AE waveforms at high 

sample-rate and high precision, real-time on-board processing, storage, and communication [15].  

In our previous work, a low-power, portable, embedded sensor system specifically designed for 

acquisition [16], and processing of plant physiological AE signals was presented. A set of time-

frequency signal features was proposed [17] for detection of xylem cavitation-related ultrasonic 

signatures, implementable on the embedded sensor system. The sensitivity of the technique was 

verified on the developed sensor system in laboratory conditions, against reference xylem water 

potential measurements [18]. This paper presents results of preliminary testing of the sensor 

system’s performance in outdoor conditions. The specific goal is to verify the occurrence of AE 

signatures specific for drought-induced hydraulic processes under field conditions during multiple 

days. Additionally, practical challenges of outdoor AE monitoring are discussed. 

 

 

2. Methods and materials 

 

2.1 Embedded AE hardware for monitoring of drought symptoms  

The sensor system is designed to accommodate a wide range of commercial piezoelectric AE 

transducers. VS600-Z1 (Vallen) was used for testing on small branches, due to small contact 

surface area (4.75 mm diameter), and a wide usable bandwidth around its 570 kHz resonance 

frequency. In the current implementation, sensors are attached to embedded electronics via SMA 

connector.  

Two-stage analog front-end (AFE) electronics interfaces sensor to analog-to-digital converter 

(ADC). AFE consists of a cascade of a charge-amplifier, and a voltage-amplifier, providing in total 

34 dB (50 V/V) of voltage-gain equivalent across the 100-600 kHz passband. Given that AFE 

needs to be always-on listening for incoming AEs, operational amplifiers implementing the AFE 

were selected to balance between sufficient gain-bandwidth and a minimal power consumption, 

consuming 3.5 mW. A triggering circuit with an adjustable voltage-threshold is implemented to 

conserve power of ADC and digital signal processor, by waking them up only upon detecting the 

presence of an AE emission. Sensor system’s total wake-up latency (including the AFE, ADC and 

the processor) is around 700 ns, to timely capture the beginning of the AE signal’s waveform. 

Signal acquisition is performed by a sequential approximation ADC (AD9120, Analog devices) 

running at the sample rate of 2 MHz, at 16-bits. With a 2.5 V external voltage reference, resolution 

is 38 µV. The voltage amplifier stage and ADC are fully-differential, helping to reduce common-

mode interference. Signal acquisition process is controlled by a 120 MHz ARM Cortex-M4 

microcontroller (STM32L4 family, ST Microelectronics). The microcontroller stores AE 

waveforms in internal SRAM memory for digital signal processing. Raw waveforms, as well as 

the processing results with their timestamps are logged in a non-volatile Flash memory on the SD-

card. In addition, a microcontroller periodically takes environmental measurements from a 
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temperature and humidity sensor SHT31 (Sensirion). Sigfox digital radio is used for low-power 

wireless communication. 

The sensor system is powered by a 400 mAh 3.7 V Li-Ion battery, recharged externally by a micro-

USB plug, or by an embedded 44 x 22 mm monocrystalline silicon solar panel, generating 180 

mW at its maximal power point. The total active-state power consumption while performing signal 

acquisition is around 15 mW, and 5.7 mW while listening. 

 

        
a) VS600-Z1 (Vallen) and  

a stem mounting holder. 

b) AE sensor system: 1 – battery, 2 – AFE; 3 – acquisition, 

processing, and storage; 4 – Sigfox radio; 5 – solar panel. 

 

Fig. 1: Embedded AE sensor system hardware. 

 

2.2 Embedded AE signal analysis 

Simultaneously with signal acquisition, the embedded digital signal processor enables real-time 

analysis of AE waveforms onboard the sensor system. Currently implemented signal analysis steps 

are aimed at automated extraction of AE signal features proposed in [17]. They entail logging of 

AE arrival-time, frequency-decomposition, correction of the sensor’s frequency response, and 

extraction of frequency-domain signal features. 

Frequency-decomposition of the initial 128 µs of AE signal (duration of most of our AE signals) 

is performed by 256-point Fast Fourier Transform (FFT). FFT was implemented in 32-bit 

complex-number floating-point arithmetic using CMSIS signal processing library for ARM 

Cortex. Then, amplitude spectrum is calculated for 128 positive frequencies, resulting in 7.8 

kHz/bin frequency resolution. The amplitude spectrum is corrected for the sensor’s frequency 

response (Fig. 2). The correction (equalization) is performed by dividing the signals’ raw 

amplitude spectrum with the transducers’ amplitude-frequency response, while retaining the 

scaling at the resonance. Such correction method breaks-down to computationally fast single 

vector multiplication with correction curve coefficients stored in a sensor-specific look-up table. 

 

   
a) AE’s amplitude spectrum 

before correction. 

b) VS600-Z1 response (blue), 

correction curve (orange). 

c) AE’s amplitude spectrum 

after correction. 

 

Fig. 2: Correction of sensor’s frequency response characteristics. 
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From the equalized amplitude spectrum, frequency-domain features are extracted. In previous 

laboratory climate chamber on living plants experiments [17], it was observed that specifically, in 

conditions of elevated drought stress corresponding to -0.7 to -1.2 MPa of leaf water potential, in 

addition to an increased overall AE activity, characteristic time-frequency signatures (patterns) 

occur. They contain three main characteristic groups of AEs, differentiated by their spectral 

composition: “single-component”, “multi-component”, and “broadband” AEs (Fig. 3). 

Hence, amplitude spectrum is on the embedded sensor system analyzed for existence of out-

standing frequency components, by calculating the prominence for each peak (maximum) 

appearing in the amplitude spectrum. AEs with a single prominent frequency-peak are considered 

“single-component” (Fig. 3, black). In case more than one prominent peak is found in AE 

amplitude spectrum, they are sorted by their descending amplitude (Fig. 3, orange, blue, green). If 

no prominent peaks are found, AE is considered “broadband” (Fig. 3, yellow). Number of 

prominent peaks are counted, and their amplitudes and frequencies are stored.  

 

 
 

Fig. 3: Characteristic AE signatures observed during water-stress.  

Three main groups of recorded AEs, and their spectral composition. 

 

2.3 Outdoor AE experiments 

With the sensitivity of the proposed AE feature-set to detect drought stress conditions as verified 

on the developed sensor system in laboratory conditions [18], the sensor system was tested 

outdoors for its reliability. The goals of the experiments were: (1) to verify occurrence of AE 

signatures in environmental drought stress conditions, and (2) to test robustness of hardware and 

signal acquisition. 

A multi-day AE experiment was performed over 92 hours, from 30/07/2021 to 03/08/2021. The 

experiment was performed during the summer season (Central Europe, continental climate), with 

wide daily temperatures, ranging from 16°C at night, up to 34°C at mid-day. Measurements were 

conducted by two AE embedded sensor systems, attached to stems of two 2-years old grapevine 

seedlings held in 1 dm3 pots (Vitis vinifera, cultivar Victoria). Plants were well watered before the 

start of the experiment they were not watered during the experiment. 

A flat, 5 mm in diameter, contact-surface with the piezoelectric transducer (VS600-Z1) was 

formed, by shallowly debarking the stem 1-2 cm below main branching. Silicon grease (OKW) 

was used to seal the wound, stopping the air ingress, and to ensure good ultrasonic coupling. 
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Transducers were held against the grapevine stem (8-12 mm in diameter) using plastic enclosures 

attached with zip-ties. The contact pressure was adjusted with screws. The embedded AE sensor 

system ran the described signal acquisition, feature extraction, and logging results on the SD-card. 

Sensor system electronics were enclosed in a plastic box for extra protection against water ingress 

in case of rain (Fig. 4).  

 

  
a) Grapevine seedlings, sensor system. b) AE transducers VS600-Z1 on plant stems. 

 

Fig. 4: Experimental setup for outdoor testing of the embedded AE sensor system. 

 

 

3. Results and discussion 

 

Results of outdoor AE testing are shown in Fig. 5 and 6. Appearance of drought stress specific AE 

signatures is observed mid-day during the hottest days (30/07, 02/08, 03/08), coinciding with the 

expected maximums in evapotranspiration. Comparable responses were obtained on both plants, 

exposed to identical environmental conditions. Variability of environmental conditions enabled us 

to demonstrate the sensitivity of the sensor system. Absence of AE activity is seen during the 

colder, cloudy day (01/08) on both plants, indicating absence of drought stress at ambient 

temperatures 16-22°C. 

The experiment has confirmed that due to plant-to-plant variability of absolute AE number (hourly 

rate, Fig. 5a, 6a), time-frequency AE features provide a better basis for detection and monitoring 

of progression of drought stress processes. It has been verified that the AE time-frequency 

signatures obtained outdoors are comparable to the signature from Fig. 3, obtained in the controlled 

laboratory environment [18]. In both cases, single-component emissions were observed to group 

most frequently around 200 kHz.  
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a) Hourly AE rate. 

 
b) Distribution of time-domain AE amplitudes. 

 
c) Distribution of AE durations. 

 
d) Time-frequency distribution of amplitude spectrum peaks. 

 
e) AE types differentiated by their spectral composition. 

 

Fig. 5: AE signals during outdoor measurements, recorded by sensor system #1. 
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a) Hourly AE rate. 

 
b) Distribution of time-domain AE amplitudes. 

 
c) Distribution of AE durations. 

 
d) Time-frequency distribution of amplitude spectrum peaks. 

 
e) AE types differentiated by their spectral composition. 

 

Fig. 6: AE signals during outdoor measurements, recorded by sensor system #2. 
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AE in this frequency range is related to drought stress induced nucleation of air-bubbles in xylem 

[6], [14]. Also, multi-component emissions, grouping between 200 and 600 kHz, are present. It is 

also observed, that among most of the acquired multi-component emissions (Fig. 3, 5e, and 6e, 

orange, blue, green), the frequency of the peak with the highest-amplitude (Fig. 5, orange) most 

likely coincides with 200 kHz single-component peaks [17], [18] (Fig. 5e, black).  

Analog frontend’s gain of 35 dB was found sensitive enough to detect and amplify naturally 

occurring physiological emissions up to 250 mV (Fig. 5b, 6b). In outdoor experiments, duration 

of most emissions was between 90 and 120 µs (Fig. 5c, 6c). Only a very small number of short 

(µs), impulse AEs were found (broadband emissions in Figs. 3, 5e, 6e, yellow). Such emissions 

are considered to originate from diurnal sap-flow related contractions of stem. Absence of such 

emissions indicates good mechanical coupling of the transducer, with no loss of contact pressure 

throughout the experiment. Hence, no emissions related to sensor sliding were found.  

 

 

4. Conclusions 

 

A design of an embedded sensor system for acquisition, onboard processing, and storage of 

physiological AE signals was presented. The preliminary outdoor tests have confirmed the 

suitability of the proposed hardware design for field-measurement campaigns. Also, the drought 

stress specific time-frequency feature-set [17] proposed by earlier controlled laboratory tests [18] 

was verified in naturally occurring conditions.  

Aiming at differentiation among multiple physiological AE sources, our future efforts are focused 

on feature-selection, and embedded implementation of automated unsupervised machine-learning 

AE clustering algorithms on the embedded sensor system. In addition to the currently implemented 

feature-set, described in the Section 2.2, the embedded system houses sufficient processing power 

and memory for extraction of additional common time-domain features, like duration, amplitude, 

rise-time, decay, root-mean-square (RMS), and energy. Also, successive, long-term experiments 

are planned to assess the influence of possible environmental interference sources. 
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Abstract 

Stresses born in the solid state may trigger acoustic emission (AE). Stresses are traditionally 

caused by mechanical forces and/or pressures implemented to the surface of the material. 

However, inner stresses in solid state may be born due to changing of magnetic field or due 

to temperature changes especially when cooling down the material, for example in structure 

changing. It is also well known that elongation of material structures due to rolling may lead 

to different AE bursts, which may be used for characterization of the structure of material 

due to cold forming. 

In the presentation we show in experiments that alternating magnetic field leads to AE burst, 

which have larger magnitude where the gradient of the changes of magnetic field is larger in 

absolute value. We also demonstrate correlation of the RMS of AE signals with the direction 

of the elongation of steel structure. This opens the way to investigate anisotropy in steel 

sheets. We also investigated the dependence of the measure of acoustic emission on 

frequency and on different sinus, triangle and rectangle forms in alternating magnetic field. 
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Abstract 

The application of the AE technique in the field of civil engineering requires overcoming 

various issues related to several factors such as structure complexity, material non-

homogeneity, signal attenuation, environmental noise. In this concern, multivariate statistical 

analysis was successfully applied to manage AE data and discriminate relevant features 

related to main damage mechanisms in concrete. Principal component analysis (PCA) and 

artificial neural networks (ANN) were applied with promising results. However, a 

fundamental limitation of these numerical methods is that they are not user-friendly and their 

application requires suitable scientific expertise. In such a context, the development of an 

easy de-noising protocol, able to simplify the AE data analysis for damage structure 

assessment and failure prediction, is a fundamental improvement toward the applicability of 

this technology on real-scale concrete structures.  

In the present paper, the analysis of AE data collected during loading and unloading cycles 

up to the failure on a real scale post-tensioned concrete beam is reported. Different de-

noising approaches were adopted to remove a large incoherent AE population originating 

from the friction of hydraulic actuator steel plate on concrete surface and friction on beam 

supports during loading/unloading steps. Filtered data were then synchronized with the 

beam deformation and crack width opening. De-noising algorithms have then been validated 

by structure damage severity assessment using statistical indexes such as calm ratio, load ratio, 

severity, and historical index. The procedure was tested with interesting results on PT 

concrete beams characterized by different pre-existing damages on steel tendons. 
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Abstract 

Damage localization is a relevant issue in structural health monitoring (SHM) of concrete 

structures. A greater level of insight into the structure can be so reached enabling more 

informed maintenance decisions and reducing operation and maintenance costs. The basic 

approach to acoustic emission localization, which is often referred to as the Time of Arrival 

(TOA) method, is based on detecting an AE source at a number of spatially-distributed 

sensors. However, in anisotropic media such as reinforced concrete, the basic assumptions 

for the TOA method become largely invalid. Different robust methods suitable to 

anisotropic media, incorporating an angular-dependent velocity term into the minimization 

process have been developed in the past. However, the wave-velocity profile is not always 

known. More recently a number of other authors have adopted various Bayesian 

approaches as part of AE localization strategies, including the use of a Markov chain Monte 

Carlo inference scheme as well as nonlinear Kalman filters. The use of a probabilistic 

approach in source location has become increasingly applied for AE source localization in 

complex large structures. In heavy reinforced post-tensioned concrete structures acoustic 

wave path can be significantly influenced by rebars as well as metallic post-tensioning ducts. 

Cracks opening can further influence acoustic propagation paths and greatly influence the 

reliability of AE source localization algorithms. In the present paper, different localization 

procedures have been developed and tested on post-tensioned concrete beams during 

loading and unloading cycles as well as on small homogeneous concrete blocks. In a highly 

emissive environment, significant difficulties have been reported also in event identification 

thus further reducing localization procedure reliability.  
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Abstract 

The application of Non-Destructive testing and Structural Health Monitoring systems in 

historical buildings is of great interest and actuality due to the need to guarantee safety and 

conservation. The present memory focuses on the case study of the historical wrought iron 

tie-rods of Duomo di Milano, Italy. In recent years, two of these elements presented critical 

failures, making necessary the replacement. Consequently, a monitoring methodology, based 

on acoustic emission, was defined. First, the fracture toughness of historical wrought iron 

was experimentally characterized by employing standard small scale specimens taken from 

one of the failed tie-rods. At the same time, acoustic emission was acquired to define a 

methodology for detecting and localizing the events due to damage in the material, separating 

those due to background noise by applying suitable pattern recognition algorithms. 

Subsequently, a tensile test was performed on a full scale section of the same tie-rod. Before 

and after the test, phased-array ultrasonic testing and magnetic particles inspections were 

carried out to identify and map defects and their possible development due to load 

application. From the analysis, it was possible to conclude that magnetic inspections allow 

identifying the presence of surface defects effectively, phased-array ultrasonic testing allows 

to estimate the geometry of the defect accurately and acoustic emission has proved to be a 

promising technique for monitoring the structural integrity of in-service historical metallic 

tie-rods. 
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Abstract 

Corrosion causes enormous damage to mechanical structures in many industrial sectors, and 

the aviation industry is no exception. To extend the lifetime of airframes without 

compromising safety, it is very important to have a clear picture of the state of corrosion 

(SoC) of the aircraft. Thus, it is essential to develop methodologies suitable for real-time 

monitoring of the SoC and subsequent reliable notification when a structure has been 

compromised by corrosion. Published results so far suggest that the ultrasonic (e.g. acoustic 

emission, guided waves) as well as electrochemical sensors (e.g. electrochemical noise, 

impedance spectroscopy) are suitable for monitoring aircraft-relevant corrosion but lack the 

technological readiness to be applied in commercial aircraft yet. A huge issue in achieving 

reliable monitoring systems is the correlation between corrosive phenomena and (typically) 

noisy sensor data. The AICorrSens project addresses these issues by developing a multi-

sensor setup for monitoring the SoC based on ultrasonic, electrochemical, and 

environmental sensors coupled with AI algorithms. Training data shall be generated by 

performing accelerated corrosion tests with coupons and demonstrator parts equipped with 

sensors. Using AI for the subsequent data analysis, one can overcome operational noise, and 

thus, allow today’s corrosion detection methods onboard real- time evaluation of the SoC in 

terms of detection, localization, quantification, and typification. The ambition of the project 

is to transform the created continuous stream of data into classifications of the SoC that are 

intuitively understandable through a human-machine interface, including a qualified 

corrosion prediction by the AI models generated from test campaigns. The project results 

shall lead to increased aircraft safety and reliability and deliver a clear economic benefit for 

aircraft operators as it allows a switch from regular inspection intervals to condition-based 

maintenance. 

Funded by: 

Austrian Research Promotion Agency 

Program: Take Off, Call 2019 

Consortium: 

CEST Competence Centre for Electrochemical Surface Technology (CEST), 

Johannes Kepler University Linz – Institute of Structural Light-weight Design (IKL), 
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Abstract 

Studies show that 5-10% of industrial valves are suffering from internal leakage which can 

lead to economic losses, health and safety issues or potentially to contamination or 

environmental pollution. Acoustic emission is an established technology to inspect valves 

for internal leakage. 

Despite the successful establishment of the acoustic emission technology, current solutions 

have shown some limitations. These are e.g. their complexity of use, the need of trained and 

experienced personnel, the time required to perform analyses and the use of solely 

proprietary and closed devices. Experts performing inspections in the field are facing 

challenges such as using the right measuring points, flow noise from nearby processes, 

finding the right duration of measurement and interpreting the results. Research has shown 

that interpretation of results depends very much on experts’ know-how and reproducible 

results have thus been difficult to achieve. This causes difficulty for companies to use the 

data for further purposes, such as predictive maintenance. 

In order to tackle that problem, Senseven has taken over 1000 measurements in laboratories 

together with more than 10 different valve manufacturers during the last year. To replicate 

real production situations, leakages were also simulated in the field, taking into account 

different media/pressures/different valve sizes/nominal diameters and valve types. The 

experience gained and the data collected were used to build a digital and smart inspection 

system based on an artificial neural network. The challenge was to build a system that could 

generate reproducible results, analyze data automatically and store it in such a way that 

companies could use it for predictive maintenance purposes. 

In our technical paper session, we would like to discuss the advantages of using acoustic 

emission for valve inspection as well as outline the current challenges companies and 

inspection service providers face when performing measurements. We will discuss our 

findings from the field simulations and present our artificial intelligence approach for 

automatic leak detection and leak rate estimation. In addition, we will demonstrate our 

Acoustic Emission Platform and how it helps companies collect and store acoustic emission 

data in a structured and organized manner, taking another step towards a more efficient 

testing process. 
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Abstract 

Acoustic emission monitoring is a useful method to deal with detection and identification of 

damage in composite materials during mechanical tests. From an experimental point of view, 

it is not straightforward to establish a quantitative link between the damage sources and AE 

signals. Modeling and numerical simulations appear as a promising way to reach this 

objective. In this study, Finite Elements Modeling (FEM) was used to simulate AE signals 

due to fiber break and fiber/matrix debonding in a model carbon fiber composite. A 

specimen made of a single carbon fiber and epoxy matrix was used to experimentally validate 

the simulated fiber break AE signals. The objective was to compare the AE signals from a 

validated fiber break simulation (Fig. 1a) to the AE signals obtained from fiber/matrix 

debonding (with several models) and fiber break obtained in several media and to discuss the 

capability to detect and identify each source (Fig. 1b). The influence of the type of sensor, 

specimen geometry and AE source location were also studied. The proposed model was 

extended to identify the main parameters that influence the acoustic emission signatures. 

These validated results open the way to combine the experimental and the simulated data to 

generate a library in order to identify real-time damage mechanisms. 

 
Fig. 1: (a) Amplitude and roll-off frequency vs. source/sensor distance for experimental 

signals and numerical signals. (b)Evolution of Partial Power PP1 [0–125 kHz] as a function 

of amplitude obtained with a nano 30 sensor for several sources. Fiber break and 

debonding (L = 20 μm or 100 μm). 
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Abstract 

Textile Reinforced Cementitious (TRC) sandwich composites provide a load-bearing, non-

corrosive, lightweight, and durable alternative for steel-reinforced sandwich elements, 

and/or traditional steel-reinforced concrete. However, the composite nature of the material 

and slender nature of the facings render the fracture behavior complex. Insufficient 

interlaminar bond can cause premature debonding, substantially reducing the loadbearing 

capacity of the composite. Non-Destructive Testing (NDT) techniques seem the obvious 

choice to monitor the damage progression of the material without affecting, nor 

compromising the behavior of the composite, and predict their service life. 

In this study, TRC sandwich composites, subjected to quasistatic four-point bending, are 

monitored with three NDTs. Digital Image Correlation (DIC) allows to measure the surface 

strains and displacements. MMW Spectrometry, used for the first time in bending damage 

monitoring, allowed to detect damage such as cracking, or debonding, while Acoustic 

Emission (AE) allowed to localize and characterize internal cracking. 

In order to simulate premature debonding, the bond between the tensile TRC facing and the 

insulation, in the central zone, where the bending moment is maximum, was artificially 

destroyed. Results show that a weak interlaminar bond reduced the ultimate load of the 

composite by more than 50%. Additionally, DIC, AE and MMW Spectrometry proved useful 

to monitor and characterize damage. Multimodal data gathered from the multimodal NDTs 

showed to be complementary. DIC allowed to interpret AE and MMW Spectrometry data 

from a surface viewpoint, while AE parameters permit predictions at low load conditions, 

and detect internal cracking. For instance, the AE behavior at early load stage (less than 15% 

of the maximum load) of the TRC sandwich with destroyed bond showed significant 

differences than for the reference TRC sandwich. Specifically, it showed higher RA values, 

and lower AF than the reference TRC sandwich, suggesting more shear related early activity 

for, promoted by the damaged bond. Results were corroborated with DIC, while MMW 

Spectrometry seemed to follow closely the level of damage of TRC sandwich composites 

under quasi-static four-point bending. 
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Abstract 

This work focuses on the numerical simulation of the AE due to transverse cracking in 

laminate composites. The objective of the work is the experimental characterization and 

numerical simulation of the influence of the ply thickness and stacking sequence on 

transverse matrix cracking induced acoustic emission. AE signals induced by transverse 

matrix cracking are simulated numerically using finite elements (FE) for composite laminates 

exhibiting different number of plies and stacking sequences. 3D FE models of the specimens 

are set-up using Abaqus™ Standard. Either [0n/90n/0n] or [90n/0n/90n] (n=1 or 3) composite 

laminates are modeled, one ply thickness is 0.3 mm. Matrix transverse cracking in 90 deg. 

inner or outer ply is simulated. The influence of the ply thickness on acoustic emission signals 

recorded at the crack epicenter is significative only for inner ply transverse cracking, whereas 

similar signals are obtained for outer ply cracking. The frequency content of signals induced 

by outer ply transverse cracking does not depend on the ply thickness. Contrary to outer ply 

cracking, the influence of the ply thickness on inner ply transverse cracking induced signals 

is significative, especially on the frequency content, and on the frequency centroid only close 

to the crack (Fig. 1). Outer ply cracking rather exhibits signals with a low frequency content, 

not depending much on the ply thickness, contrary to inner ply cracking, for which the 

frequency content is higher and more dependent on the ply thickness. 

 
Fig.1: Frequency centroid as a function of distance between the source and the sensor 

obtained numerically for [0n/90 n/0n] and [90n/0n/90n] stacking sequences (n=1 or 3). 

Results obtained without sensor effect, with a virtual perfect sensor. 
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Abstract 

During plastic deformation of crystalline materials, a soft plasticity, made of numerous 

uncorrelated dislocation movements coexists with a wilder plasticity, in the form of 

collaborative movements: dislocation avalanches. The coexistence of the two plasticities 

depends on the establishment of a dislocation structure, which is supposed to hinder the 

propagation of avalanches. We propose to study the correlation between the microstructural 

evolution of the dislocation arrangements and the nature of the dislocation dynamics, during 

cyclic loading of pure copper single crystals. Different fatigue tests with imposed stress 

amplitude are performed to study the influence of (i) the loading path, (ii) the loading ratio 

and (iii) the crystallographic orientation on the plasticity phenomena. The acoustic emission 

(AE) technique is used to study both types of plasticity :  the continuous AE is associated 

with soft plasticity and the discrete AE with wild plasticity. The dislocation microstructures 

are studied using EBSD (crystal disorientation) and ECCI (Electron Channeling Contrast 

Imaging) techniques at the end of each fatigue stage. The AE-ECCI coupling gives valuable 

information about the dislocation dynamics of dislocations. This study shows a certain 

universality, with (i) the existence of dislocation avalanches, produced during a more or less 

deep reorganization of the structures, (ii) a progressive evolution, during the cycles, of the 

dislocation mean free path, associated with the emergence of a dislocation structure and (iii) 

an inhibition of avalanches during the emergence of a dislocation arrangement. 
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Abstract 

French Projects of Investment for the Future, called “Research for Nuclear Safety and 

Radiation Protection” have been initiated to further research on the causes, the management, 

the impact of the observed nuclear accidents and to propose and validate solutions to limit 

the risk and the consequences. In this context the "Non Destructive Evaluation of nuclear 

plants containment” project” (ENDE) with eight partners (six research institutes and two 

industrials) supported by the “National Agency of Research”, proposes a methodology for 

the Non Destructive Evaluation of the containment capacity. The two major functions to be 

assess are strength and leak tightness. Under the frame of the VeRCoRs project EDF has 

developed and build  a containment mock-up on the 1/3 scale (diameter 20m, height 20m, 

wall thickness 40cm) which has been used for some partners of ENDE project. 

Mistras has been involved in characterisation of concrete cracking during pneumatic proof 

tests either in ENDE and VeRCoRs programs. Since some leaks occurs in the area of 

monitoring we use AE to characterized them.  

The mockup has been used to develop and characterized an instrumentation and technology 

for leak detection with a major challenge leak detection has to be performed from this inside 

of the containment building with all the contingences of operating of full scale operating 

nuclear plant. This paper describe the steps of development and validation of the 

methodology up to the application this measurement on site help the leak characterisation 

during pneumatic ten year Integrated Leakage Rate Test at 4,2 bar. 
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Measurement Equipment and Customized Solutions for Acoustic Emission Testing
We develop and produce innovative 
technology that makes a true 
difference for the safety of humans, 

the environment and the preservation 
of infrastructure. This commitment 
differentiates us from other suppliers 
and defines who we are: Vallen 

Systeme – The Acoustic Emission 
Company 

 

 

 

 

 

 

AMSY-6 System 
The AMSY-6 System is a fully featured, 
multi-channel Acoustic Emission 
measurement system. It forms a 
flexible basis that can be customized, 
extended and configured to the needs 
of an application. 

The field of applications ranges from 
various inspection tasks such as 
pressure vessel testing, leakage 
testing to research and structural 
health monitoring of large objects 

 spotWave Device 
The spotWave device is a portable 
single channel AE-measurement unit 
that can be controlled by a Laptop, 
Tablet PC, Smartphone or IoT device. 
It is a fully featured AE measurement 
device. The software supports the 
Vallen pridb and tradb data file 
format. 

Typical applications are leakage 
detection, hot spot monitoring, AE 
research, etc. 

 Acoustic Emission Sensors 
A wide range of sensors is offered 
covering any AE testing application.  

Sensors are available for standard 
environments, explosion hazardous 
areas, for underwater applications, 
high temperature surfaces and harsh 
environments. 

Sensors supporting the SmarLine™ 
protocol register themselves with an 
AMSY-6 system and minimize the 
configuration effort. 

     

 

 Vallen AE Suite Software 
Unmatched flexibility and 
transparency at all times makes the 
Vallen AE Suite Software the preferred 
tool of choice for all acoustic emission 
applications. 

Its modular architecture can be 
configured and extended to match 
any requirement of an application. 

It offers everything from simple data 
visualization over complex  

 analysis and pattern recognition to 
automation and web-based 
dashboards. 

Measurement data is written to a 
database structure that complies with 
SQLite3 standard. It can be accessed 
from any application supporting 
SQLite3 which includes Matlab, 
Python and many more fast 
development environments. 
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